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Abstract

Using x-ray absorption spectroscopy recent progress is achieved all over in solid state physics.
This review focuses on these advances, with particular emphasis on applications to surface
physics and to magnetism of ultrathin 3d and 5d films that are made possible by the use of
undulators in third generation synchrotron radiation sources: the unambiguous appearance of
an atomic extended x-ray absorption fine structure for atomic adsorbates and of σ ∗ resonances
in near-edge x-ray absorption fine structure spectra of oriented molecules is demonstrated. The
induced magnetism at the interfaces of 3d and 5d layers is studied by x-ray magnetic circular
dichroism. Fundamental aspects of the spectroscopy are clarified for rare earth crystals. The
determination of the ground state properties and the detailed understanding of the underlying
mechanisms was obtained by comparison of the experimental data to state-of-the-art ab initio
calculations.
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1. Historical review and introduction

The discovery of x-rays by Röntgen in 1895 (Nobel prize in 1901) opened up new frontiers in
the investigation of matter: since these rays have a wavelength similar to atomic distances
in solids, x-ray diffraction experiments could probe the inner structure and vibrations of
materials at an atomic resolution, which were previously unreachable by optical methods.
Laue later received a Nobel prize in 1914 in recognition of his ground-breaking work. In
another early development, demonstrating the particle quantum nature of the radiation, it was
discovered that ultraviolet light or x-rays upon interaction with matter could generate the
emission of electrons with a characteristic energy. This effect, called the photoelectric effect,
was first explained by Einstein in 1905 (Nobel prize in 1921). Its development as a successful
spectroscopic tool had to wait until further improvements in monochromatic x-ray sources
and electron energy analysers. This later development was conducted by Siegbahn et al in
the 1950s, who later received a Nobel prize in 1981 for his contribution to photoelectron
spectroscopy, where ultraviolet light (UPS) or x-rays (XPS) are used. However, the most
utilized method of spectroscopy using x-rays before the second world war was invented by
Maurice de Broglie, namely, x-ray absorption spectroscopy (XAS). As early as 1913 he
published the first observation of an absorption edge [1]. The two different principles are
schematically shown; figure 1(a) depicts XAS where the x-ray absorption coefficient µ(E)

is measured as a function of the photon energy; in figure 1(b) XPS is sketched where the
photon energy is fixed at a particular value and the photoelectrons are investigated as function
of their kinetic energy depending on various parameters determined by the detector set-up,
e.g. the angular dependence and the spin-sensitivity. In this simplified description, the two
techniques can be categorized as follows: with XPS the electronic structure of the occupied
density of states is investigated whereas the unoccupied density of states determines the fine
structure of the near-edge range in the XAS spectra (near-edge x-ray absorption fine structure
spectroscopy: NEXAFS; x-ray absorption near-edge spectroscopy: XANES). In the extended
energy range of XAS (starting about 50 eV above the absorption edge) the scattering of the
photoelectron in the local environment of the absorbing atom dominates the spectra (extended
x-ray absorption fine structure spectroscopy: EXAFS). Since this fine structure is due to a
short-range order, non-crystalline materials can also be studied with this technique.

Many review articles exist for XPS and x-ray diffraction techniques (see, e.g., [2, 3]).
In the present overview we will focus exclusively on some of the recent advances in XAS.
Beginning from the 1960s, the speed of the development increases with major advances every
ten years. In the 1960s researchers like van Nordstrand [4] modified commercially available
diffractometers so that absorption spectra could be obtained using conventional diffraction
x-ray tubes. Systematic studies of compounds were carried out and classifications of spectra
started. Using rotating anode sources the photon flux of the Bremsstrahlung was relatively
low and a successful high sensitive recording of x-ray absorption spectra had clear limitations.
However, soon the advantages of the new technique became clear by the use of new x-ray
sources: the possibility to choose the energy of the x-rays allows for the tuning to characteristic
absorption edges and therefore XAS is element specific.

In 1970 a major breakthrough was made in theory [5, 6]. Lytle described the exciting
moment: ‘As in the x-ray scattering work, the turning point was the simplification of EXAFS
theory to an equation which could be Fourier transformed. Immediately, one is confronted
with a series of peaks in a familiar format spaced like a radial distribution function. All the
calculational uncertainties of phase shifts, scattering envelopes, temperature factors and mean
free paths became less fundamental to an understanding of the phenomenon. Application
of the Fourier transform to EXAFS data turned the phenomenon from a persistent scientific
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Figure 1. Schematic representation of XAS and x-ray photoemission spectroscopy (XPS). (a) In
XAS the x-ray absorption coefficient is analysed as a function of the incoming photon energy
(spectrum taken from [7]). (b) For the investigation of XPS the photon energy h̄ω is kept constant
and the photoelectrons are measured as a function of their kinetic energy Ekin = h̄ω − |EB| − �.
|EB| is the so-called binding energy of the electrons which is related to the Fermi level in solids
and to the vacuum level in free atoms or molecules. � is the work function. The figure is taken
from [2].

curiosity into a quantitative structural tool!’ [8]. Employing the new theory, the investigation
of the oscillatory fine structure which is caused by the interference phenomena of the
outgoing and backscattered photoelectron wave made enormous progress. In this period less
attention was drawn to the near-edge fine structure because the energy resolution of the x-ray
monochromators was not sufficient to record the small features and the energy shifts at the K ,
L and M edges. Furthermore, an extensive theory did not exist at this time which allowed for
the quantitative description of NEXAFS.

In the 1980s, with the advent of the first dedicated synchrotron radiation sources, the
data quality and the acquisition times were greatly improved. Almost like in the visible
light regime, the experimentalists made use of the ‘white’ synchrotron radiation of bending
magnets [9] which provides a fantastic tool to investigate x-ray absorption spectra. Now the
x-ray absorption technique was used in more advanced experiments: the first simultaneous
angular-dependent π∗ and σ ∗ resonances of CO and NO on nickel were measured [10].
A further step was taken with the paper by Stöhr et al [11] which included the provocative phrase
‘bond lengths with a ruler’ in the title. This work incited many discussions and thereby spread
the potentiality of NEXAFS spectroscopy among a large scientific community. From this time
on, the community split more or less into two branches, namely the groups that investigated
NEXAFS and EXAFS. The success of this research in the mid-1980s has been documented
in various review articles and books (see, e.g. [12–16]). The status about 20 years ago is
visualized in figure 2(a). Stöhr and co-workers [17,18] have measured the EXAFS oscillations
of half a monolayer of oxygen on Ni(100) in SSRL using the Grasshopper monochromator
(flux of ≈109 photons s−1) in 1982. These spectra allowed only for the investigation of the
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Figure 2. Development of the data quality in second generation synchrotron radiation sources,
demonstrated for surface EXAFS data: (a) SEXAFS of a submonolayer oxygen on Ni(100):
c(2 × 2)O/Ni(100) measured in SSRL in 1982 [17,18]. (b) SEXAFS of a submonolayer carbon on
Ni(100): p4g(2 × 2)C/Ni(100) achieved in BESSY I in 1987 [19].

nearest neighbour distance and the local bonding geometry. In the second generation machine
BESSY I in 1987, spectra at the carbon K edge of p4g(2 × 2)C/Ni(100) were taken with a
photon flux of about 1010 photons s−1 [19]. One clearly sees the improvement in the signal-
to-noise ratio and the more detailed fine structure of the oscillatory part which opened the
possibility to also investigate peaks in the Fourier transform at distances larger than the nearest
neighbour distances as it is presented, e.g. in [19–23]. Furthermore, more attention was paid to
the dynamics, as, for example, to the anisotropy of the surface Debye–Waller factors [24–27].

At this time dramatic developments took place which added the sensitivity to magnetism to
XAS. It started in 1985 with the measurement of x-ray resonant magnetic scattering (XRMS)
by Namikawa et al [28] which was followed one year later by the investigation of the x-
ray magnetic linear dichroism (XMLD) by van der Laan et al [29]. In 1987 Schütz and
co-workers [30] carried out their pioneering works on x-ray magnetic circular dichroism
(XMCD) and thereby confirmed the theoretical prediction of this effect by Erskine and Stern in
1975 [31]. This gave an enormous boost to applications and basic research to study magnetic
effects, using the inherent advantage of XAS to be element and shell specific. The theoretical
understanding was improved by performing ab initio calculations of the x-ray absorption cross-
sections. Clearly, the better resolved fine structures in the experimental spectra proved to be
a challenge to theory. For the description of EXAFS, first a single-scattering theory (see,
e.g. [32–35]) and then a high-order multiple-scattering theory in real space (see, e.g. [36–42])
were implemented into the codes which also allowed for the analysis of the angular dependence
of the spectra. In the same period calculations of NEXAFS evolved [43–50]. Later on fully
relativistic multiple-scattering calculations were able to model the helicity dependence of the
EXAFS and NEXAFS of magnetic samples which added spin-sensitivity to the theoretical
description (see, e.g. [51–54] and references therein). Also the effects of thermal disorder
were included by improved treatments of the EXAFS Debye–Waller factors ( [55–59] and
references therein). These advances eliminated various arbitrariness in the analysis of the early
EXAFS experiments. Nowadays, nearly all parameters (e.g. temperature, angular and spin
dependence) are fixed by ab initio starting conditions, except the treatment of multi-electron
excitations (MEEs) which is phenomenologically described by an amplitude reduction factor
S2

0 (see equation (8) in the next section). Various attempts have been carried out to understand
this factor theoretically. It turns out that it is only weakly dependent on energy and can be
approximated by a constant in practical calculations (see [60] and references therein).

In the mid-1990s when the third generation synchrotron radiation facilities (like ALS, APS,
BESSY II, Elettra, ESRF, SPring-8) came into operation, another enormous step forward was
achieved. Insertion devices like wigglers and undulators started to be used routinely. These
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allowed for the measurement of x-ray absorption spectra with excellent statistics and high
energy resolution. The use of helical undulators enables one to precisely adjust the polarization
of the x-rays. With these advantages it is nowadays possible to record XMCD and magnetic
EXAFS, which is normally in the range of 10−2–10−3 of the isotropic absorption, nearly free
of noise with a detailed fine structure. In addition, the isotropic XAS, NEXAFS and EXAFS,
also made enormous progress, as will be presented here. Because of the high spectral purity,
even small oscillatory fine structures in the x-ray absorption coefficient, as, for example, the
atomic EXAFS, can be identified. These previously unrevealed features pushed the theory to
new limits.

The present developments point to the following unifications: there is the goal to describe
the near-edge (NEXAFS) and the extended energy range (EXAFS) using one theoretical
approach, in order to obtain a coherent description of the entire XAS of a sample and thereby
deduce its real structure. This field of XAS is a prototype example, where hand-in-hand
developments in theory and experiment are performed. The advantage of the theoretical
modelling is the possibility to switch on and off specific effects, such as electric dipolar
and electric quadrupolar transitions or multiple-scattering versus single-scattering. The
experimental results include all these effects and are analysed in their complete content
only with the help of theory. This is crucial, since it will be shown in this review that the
standard analysis procedures fail for specific cases. Samples are investigated using different
techniques, revealing several facets of the systems, e.g. a combined investigation of XAS and
x-ray scattering phenomena emerges. There are further applications, such as XMLD [29],
x-ray natural dichroism (XNCD) [61] and XRMS [28] which are not covered in this review.

Here, we will present examples of recent progress in surface sciences and the magnetism
of thin films using XAS. In the last five years we carried out these studies at undulator
beamlines employing the gap-scan technique which provides x-rays with variable polarization
in the soft as well as in the hard x-ray regime. These experimental advances allow for the
reliable measurement of small fine structures in the x-ray absorption spectra. In addition, the
progress in theory enables one to calculate exactly these fine structures, and thereby provides
the ground state properties of the material investigated. These possibilities are used here to
solve various scientific questions. Scattering phenomena of the photoelectron of atoms and
molecules on surfaces are analysed: the so-called atomic EXAFS of atoms on surfaces is
studied by polarization-dependent surface EXAFS measurements. This effect originates from
the backscattering at interstitial charge densities, and with the help of the angular-dependent
analysis the anisotropy of the embedded atom potential could be analysed. This can be used
for a more detailed characterization of the bondings involved. Furthermore, the polarization-
dependent NEXAFS is investigated experimentally and theoretically for oriented molecules on
surfaces which allowed for a clear identification of so-called σ ∗ shape resonances in the spectra,
which has been questioned recently in the literature. It will be shown that the analysis of the
helicity-dependence of XAS deepens the insight into the magnetism of nanostructures: because
of the high sensitivity of the XMCD technique, the small induced moments in 5d and 3d metals
can be studied. A magnetic moment profile will be presented for Ni–Pt multilayers which will
be compared to ab initio calculations. The detailed analysis of the induced moment in W at
the interface to Fe reveals the breakdown of the third Hund’s rule in an atomic framework.
A short-range polarization of V in Fe–V–Fe trilayers will be studied. The analysis of the
induced moments in V is only possible with the help of the theory, since it will be shown
here that the single-particle approximation used in the standard XMCD analysis breaks down
for the light 3d elements. Furthermore, fundamental aspects of the XAS technique will be
clarified by studying the electric dipolar and electric quadrupolar transitions and the spin
and energy dependence of the matrix elements at the L2,3 edges of rare earth single crystals.



Recent advances in x-ray absorption spectroscopy 2111

Figure 3. (a) Schematic description of the attenuation of x-rays in matter. (b) Relation of the
x-ray absorption edges and the corresponding excitation of core electrons. The arrows indicate the
threshold energy of each edge. The figures are adapted from [89].

The investigation of the temperature dependence of the magnetic EXAFS for these samples
provides a deeper insight into effects of local spin dynamics on the dichroic fine structure
in the extended energy range. All these examples will demonstrate the very close (in-phase)
development of theory and experiment. This review is structured as follows: in section 2
the standard interpretation of XAS will be described and in section 3 the recent advances in
experiment and theory are highlighted. Surface sciences mainly got support from investigations
with linearly polarized x-rays: examples are given in section 4. New results for the magnetism
of nanostructures are achieved using circularly polarized x-rays, as presented in section 5.
Finally section 6 summarizes these studies and sheds light on future developments in this field.

2. Standard interpretation of x-ray absorption spectra

Electromagnetic radiation is attenuated in matter which is described by the attenuation
coefficient µ̃(E). This property enters into Beer’s Law:

I (x) = I0 e−µ̃x, (1)

where I0 is the intensity of the incoming x-rays and i is the intensity inside a slab of the
absorbing material (total thickness x) (see figure 3(a)). There is a loss of intensity dI in each
infinitesimal slab dx. After traversing through the material, the x-ray intensity is reduced
to I (x). In the range of x-ray wavelengths investigated here the elastic Rayleigh and the
inelastic Compton scattering can be neglected. Therefore, the attenuation coefficient µ̃ is
approximately identical to the photoelectric absorption coefficient µ, which is the key property
in XAS. The characteristic features of the x-ray absorption coefficient are the absorption edges:
if the photon energy is large enough to excite an atomic core electron into the continuum, a
step-like increase is found in the x-ray absorption coefficient. These edges are labelled as
given in figure 3(b) according to the Sommerfeld notation. Since the energies of the edges
(or ionization energies) are unique for a specific element, XAS is element specific. In the
vicinity of a specific absorption edge the photoelectric absorption coefficient is dominated by
the absorption processes which start from this particular core level. The absorption coefficient
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µ can be described by Fermi’s golden rule in the one-electron approximation:

µ(h̄ω) ∝
∑
f

|〈ψf | p · A(r)|ψi〉|2δ(Ef − Ei − h̄ω), (2)

where |ψf 〉 and |ψi〉 are the final and initial states with energies Ef and Ei , respectively.
The quantity p is the momentum operator and A(r) is the vector potential of the incident
electromagnetic field. The vector potential can be taken as a classical wave A(r) ∼= ε̂A0 eik·r

with the polarization ε̂ ⊥ k̂. In most of the cases the spatial dependence of the electromagnetic
field can be neglected and therefore the core excitations can be described by electric dipole
transitions (E1) by approximating eik·r ∼= 1. However, electric quadrupolar transitions (E2)
must be considered, e.g. for the description of the L2,3 edge rare earth XMCD spectra (see
section 5.3) as well as for the analysis of transition metal K edges [62–65].

2.1. NEXAFS and XMCD

First, we start with the analysis of the near-edge structure of the x-ray absorption coefficient.
NEXAFS depends on the local geometric structure and the spectral shape reflects the excited
state electronic structure. This is due the creation of a screened core hole in the XAS process.
Therefore, calculations to model the experimental data are performed in two limits, i.e. using
static-initial or final-state potentials (see, e.g. [66, 67]). For various cases, as for example
the heavy 3d elements Fe, Co and Ni, the experimental spectra can be described by initial-
state calculations which neglect the core hole correlation effects. For these cases, the x-ray
absorption coefficient µ(E) can be related to the angular momentum projected density of
unoccupied states (LDOS), ρ(E), by using the expressions for the transition matrix elements
(see, e.g. [43, 48, 53, 68]):

ρ(E) = γ (E)µ(E). (3)

Here, γ (E) is a smoothly varying function which can be determined from the atomic
ground-state function ρ0(E) and the atomic x-ray absorption coefficient µ0(E) by the ratio
γ (E) = ρ0(E)/µ0(E) which can be determined theoretically [68]. In this review mostly
the near-edge range of the dichroic spectra (XMCD) is analysed to study the magnetism
of the samples. Therefore, the spin-dependent density of states must be investigated, as,
e.g. the 3d states of the ferromagnets Fe, Co and Ni. Hence, the final 3d states are probed
by electric dipole transitions at the L2,3 edges for these metals. To describe the basic idea of
the XMCD technique a two-step model can be applied: in the first step, a spin-polarization of
the photoelectron is created by the Fano effect [69, 70], by using circularly polarized x-rays
as schematically described in figure 4(a). At the L3 edge more spin-down (spin-up) electrons
are excited with right (left) circularly polarized x-rays (M ‖ k). In the second step, these
polarized photoelectrons can be used to analyse the spin-split final density of states, thus the
valence band acts as a spin-sensitive detector. Hence, for the case presented in figure 4(a),
mainly the majority (minority) band is probed with right (left) circularly polarized x-rays.
The difference in the x-ray absorption coefficients thereby reflects the imbalance of the spin-
dependent empty density of states, i.e. the imbalance of the majority and minority bands.
However, for a more accurate description of the XMCD line shape the initial and final state
sublevels have to be taken into account, as shown for left circularly polarized x-rays in
figure 4(b). This can be described in a single-step excitation from well defined initial and
final states according to equation (2). In this formalism the angular part of the matrix elements
depends on the spin of the sample and the helicity of the incoming x-rays. At the L2 edge
(initial state 2p1/2) the transitions are confined to final 3d3/2 states by the dipole selection rules
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Figure 4. (a) Schematic description of the helicity dependent transitions at the L2,3 edges of
a 3d transition metal. By excitation with circularly polarized x-rays of the initial 2p states a
spin-polarization of the photoelectron is created. The spin-split d density of states acts as a spin-
sensitive detector (figure adapted from [71–73]). (b) Oscillator strength according to the angular
matrix elements represented by the line thickness for left circularly polarized x-rays. For clarity
the transitions to the 4s levels are neglected (figures adapted from [53, 73, 74]).

(transitions to 4s states are neglected for clarity). Therefore, the spectral shape of the XMCD
signal at the L3 edge and the L2 edge must not be identical.

The arguments given above reveal that under certain assumptions the XAS spectra map the
LDOS. Hence, the energy integrated isotropic spectrum measures the number of unoccupied
states for the final states with l character if the energy dependence of the radial matrix elements
is neglected. Consequently, the spin moment µS and orbital moment µL can be determined
within the framework of the two-step model described above by applying the so-called sum
rule procedure (see, e.g. [75–83]). For the L2,3 edges these sum rules were derived by Thole
et al [77] and Carra et al [78] and can be written in the following form:

µL

µB
= −2Nh

N

∫
(
µL3 + 
µL2) dE, (4)

µS

µB
= −3Nh

N

∫
(
µL3 − 2
µL2) dE + 7〈Tz〉, (5)

where 
µL3 = µ+
L3

− µ−
L3

is the XMCD difference of the x-ray absorption coefficients for
right and left circularly polarized x-rays at the L3 edge. Furthermore, the integrated spectrum
for the unpolarized radiation N = ∫

L3+L2
(µ+ + µ− + µ0) dE and the number of unoccupied

d states Nh enter into the equations given above. The asphericity of the spin magnetization is
considered by the expectation value of the magnetic dipole operator 〈Tz〉. By angular-dependent
measurements the influence of this term on XMCD can be identified [84]. Originally the sum
rules are derived in an atomic framework. However, Ankudinov and Rehr demonstrated that
the application of the sum rules is not only restricted to these atomic systems [81]. Various
assumptions are made in the derivation of the sum rules (see, e.g. [53, 74]). Despite these
assumptions the sum rules work astonishingly well as it is demonstrated, e.g. for the classical
ferromagnets Fe, Co and Ni [68, 74, 80]. This is tested by using band-structure calculations
and the corresponding calculated XMCD spectra.
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Figure 5. XMCD difference for Ni and the XMCD integrals which are necessary for the application
of the integral sum rules.

To illustrate the application of the integral sum rules, a Ni XMCD spectrum at the L2,3

edges is presented in figure 5. According to equation (4) the entire XMCD signal has to be
integrated (marked area). This integral is given by the dashed line and the constant value
indicated by the arrow is used to calculate µL. For the determination of the spin moment
µS the L2 edge contribution has to be subtracted from the L3 edge one. Consequently these
two contributions have to be separated. The resulting integral is given by the solid line, and
from the value marked with the larger arrow the spin moment is calculated. Without going
into details of the quantitative analysis, the relative orientation of µS to µL can be directly
determined from these integrals. For the case of Ni (figure 5) a parallel alignment is found,
since both values of the integrals exhibit the same sign. The g-factor is connected with these
moments by µL/µS = (g − 2)/2 [85,86]. Hence, the parallel alignment of µL and µS results
in g > 2, as shown in figure 5. This is in agreement with the expectation, according to the third
Hund’s rule, in an atomic framework, since an antiparallel alignment of the orbital and the spin
moment is anticipated for less than half-filled shells. For the 3d transition metals this would
be the case for the lighter elements, as for example, vanadium. In this case the integral of the
entire XMCD signal would cross the zero line as depicted schematically by the hypothetical
dot-dashed line which corresponds to g < 2. The qualitative analysis of the relative orientation
of µL and µS can be summarized by the following simple rule: if the integral of the entire
XMCD signal

∫
(
µL3 +
µL2) dE exhibits a node, µL and µS are aligned antiparallel (g < 2);

if this integral does not cross the zero line, µL and µS are oriented parallel (g > 2).

2.2. EXAFS

The characteristic feature of the extended energy range of the x-ray absorption coefficient
(about 50 eV above the absorption edge) is the oscillatory fine structure. This fine structure is
termed EXAFS by Prins and Lytle [87]. As pointed out by Kronig [88] in 1932 this oscillatory
structure is related to the influence of neighbouring atoms on the transition matrix element in
the golden rule, i.e. a short-range effect. Therefore, a precise information of the local atomic
structure around the absorbing atom can be achieved by the investigation of the scattering of
the photoelectron. The oscillatory fine structure χ(E) is extracted from the x-ray absorption
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coefficient µ(E) by subtracting the atomic background µ0(E) and normalizing to the edge
jump of the smooth atomic-like background 
µ0:

χ(E) = µ(E) − µ0(E)


µ0
. (6)

The oscillatory fine structure is discussed as function of the photoelectron wavenumber

k =
√

2m

h̄2 (E − E0). (7)

Here, E0 is the threshold energy and m is the electron mass. Within a multiple-scattering
theory this oscillatory fine structure can be described by [89]

χ(k) = S2
0

∑
paths

|feff |
kR2

sin(2kR + �k) e−2R/λk e−2σ 2k2
. (8)

This equation has the same form as the splendid formula reported by Sayers et al in 1971 [6].
Nevertheless, the quantities in this equation have to be redefined for a multiple-scattering
framework which includes curved-wave and many-body effects. The important structural
property is the effective path lengths R = Rpath/2 of each scattering path. Furthermore, an
effective curved-wave scattering amplitude feff(k) is introduced, and S2

0 describes an amplitude
reduction factor due to many-body effects (intrinsic losses as, e.g. shake-up and shake-off
excitations). The EXAFS mean free path depicts extrinsic losses (plasmons, electron–hole
pairs, inelastic scattering) in a phenomenological way by its energy dependence λ = λ(k). For
a proper structural analysis the phase factor �k = arg feff(k) has to be known which reflects
the quantum mechanical wavelike nature of the backscattering. A major contribution to this
phase is the central atom phase shift since the photoelectron experiences the potential of this
atom twice. The total phase is responsible for a difference between the R position in Fourier
transform of EXAFS and the geometrical interatomic distance. Since this difference is in the
range of some tenths of an angstrom it has to be corrected in the analysis by a theoretical
or experimental standard. The temperature dependence is considered by the mean square
relative displacement (MSRD) σ 2. This quantity can be disentangled into a temperature-
independent contribution σ 2

stat which describes the static disorder and a temperature-dependent
one σ 2

dyn which accounts for the dynamic disorder by lattice vibrations. σ 2 enters into the

EXAFS Debye–Waller factor e−2σ 2k2
which leads to the stronger damping of the EXAFS

oscillations at larger k-values. For a more comprehensive description of the configurational
and thermal average, a radial pair-distribution function is introduced which is disentangled
in its moments (cumulant expansion [56]). The first cumulant is the average distance of the
absorber to the backscatterer; the second cumulant is the MSRD σ 2. The third cumulant is
the first correction term that accounts for the anharmonicity of the effective pair potential.
This term leads to an apparent contraction of the interatomic distances as determined by
EXAFS. This is because the odd moments enter into the EXAFS phase �k which determines
the period of the oscillations. The even ones contribute to the EXAFS Debye–Waller factor
and thereby influence the amplitude of the wiggles. As discussed in the following section the
above-mentioned EXAFS theory is implemented into various codes that can be used to create
theoretical standards. Using these standards the structural analysis of the experimental data
can be carried out with well established fitting routines. In this work the FEFF [89–91] and
FEFFIT [92] codes were applied for the EXAFS analysis.

An interesting question is whether these standard interpretations of XAS are adequate
to analyse samples of today’s technical as well as fundamental interest. The state-of-the-art
EXAFS analysis is quite advanced and provides very reliable structural parameters including
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static and dynamic disorder. However, the scattering of the photoelectron at interstitial charges
is not considered in this standard analysis, although it can provide detailed insight into the nature
of the bonding. Concerning the near-edge range the sum rule analysis of the XMCD spectra
is established as for example for the heavier 3d elements Fe, Co and Ni where the L2,3 edges
are well separated. But the single particle model which is used in the derivation of the integral
sum rules breaks down, e.g. for the light 3d metals. Furthermore, the fine structures resolved
in the rare earth L edge XMCD cannot be described in the dipole approximation since electric
quadrupolar transitions appear. In addition, it turns out that the transition matrix elements are
strongly spin and energy-dependent, which actually results in the determination of the wrong
sign of the 5d moments for rare earth metals with the standard analysis. The influence of these
effects can be directly identified in the fine structures of XAS, however, they are disregarded
when only the integrated intensity of a spectrum is analysed (sum rules). All these difficulties
demonstrate the need for improvements in the experiment, in order to clearly resolve the fine
structures, as well as in the theory, in order to model those.

3. Advances in experiment and theory

In the following the recent progress in the experiments and in theory is summarized. It will
be shown that the use of insertion devices in the new third generation synchrotron radiation
facilities offer the possibility to measure the x-ray absorption spectra with much better statistics
and higher energy resolution. Thereby, small fine structures can be resolved in XAS which
provide a detailed understanding of the ground state properties. This is only possible by
comparison of the experimental data to ab initio calculations which yield the ground state
properties and the corresponding spectra. Various advancements in the theoretical models
were necessary (full multiple-scattering (FMS), self-consistent field and fully relativistic
calculations) e.g. for a quantitative analysis of the near-edge regime. Different approaches
also address the interaction of the core hole with the photoelectron and thereby pave the way
to the theoretical description of an excited state spectroscopy.

3.1. Experiment

The main characteristic of the new third generation synchrotron radiation sources is the use of
insertion devices in the linear sections of the storage rings. In contrast to the main utilization of
bending magnets for the production of the continuous synchrotron radiation (second generation
machines), nowadays the usage of periodic magnetic arrays consisting of permanent magnets
dramatically increases the brightness (photons per [s mrad2 0.1% 
E/E]) of the x-rays by
orders of magnitude. Such a magnetic array is schematically shown in figure 6. These magnetic
arrays can be applied in two modes for the production of x-rays which depend on the size of
the K parameter. This parameter is defined by the period length of the magnetic array λ0 and the
peak magnetic field B0 via: K = 0.934λ0B0/(cm T). The maximum deflection angle δ of the
electron beam to the forward direction can be calculated from K and γ = E/mc2 by: δ = K/γ .
A wiggler is realized through large magnetic fields and long period lengths (K 	 1). In this
case, the emitted radiation interferes incoherently and therefore the spectrum is similar to that of
a bending magnet. However, the central brightness of the wiggler within the opening angle 2δ

is increased by about two times the number of the wiggler periods N . An undulator employs
smaller magnetic fields (K � 1). This results in a coherent superposition of the emitted
radiation. Due to this interference effect the undulator spectrum consists of sharp peaks at
characteristic wavelengths (fundamental and higher harmonics), and the central brightness
of the undulator radiation is up to N2 times larger when compared with that of a bending
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Figure 6. Schematic representation of a helical undulator of the APPLE II type used at
BESSY II [93].

magnet. However, it should be noted that in contrast to the continuous bending magnet and
wiggler spectrum, undulators are line sources. Therefore, the K parameter must be changed
continuously at the same time with the monochromator in order to measure x-ray absorption
spectra. This is done by changing the magnetic field by varying mechanically the gap between
the arrays of magnets above and below the electron orbit (see figure 6). To illustrate the use
of the gap-scan technique, an experimental x-ray absorption spectrum of half a monolayer of
atomic oxygen chemisorbed on a Cu(110) substrate at the oxygen K edge is depicted together
with the spectral flux of the third harmonic for specific fixed gap-settings in figure 7. The
sharpness of these peaks demonstrates the need to vary the gap parallel to the monochromator,
which is possible nowadays in a few third generation synchrotron radiation facilities like
BESSY II and ESRF. The surface EXAFS (SEXAFS) data shown in figure 7 were achieved
by changing the gap at the same time with the monochromator at every photon energy point
of the spectrum (1 eV steps). The spectrum is an average of three spectra taken in one hour at
BESSY II. This time has to be compared with the averaging time of two to three days which was
necessary to achieve spectra as shown in figure 2(b) at BESSY I. The parallel motion of the gap
and the monochromator might appear as a drawback since the trajectory of the electron bunches
in the storage ring is permanently changed during a scan. However, this technical difficulty
is solved and the gain in photon flux allows, e.g. for the measurement of prominent SEXAFS
oscillations, nearly free of noise for coverages as low as 0.5 ML atomic oxygen. Thereby, it
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Figure 7. Gap-scan technique (U41/1-PGM beamline at BESSY II): x-ray absorption coefficient
of 0.5 ML atomic oxygen chemisorbed on Cu(110) in the extended energy range of the O K edge at
50 K. For the measurement, the undulator gap was changed at the same time with the monochromator
setting at every photon energy point (1 eV steps). The spectral flux of the third harmonic is given
for specific gap settings in order to depict the linewidth of the undulator spectrum.

is possible for the first time to unambiguously detect small features in the fine structure of
the x-ray absorption coefficient, an example of atomic EXAFS is presented in section 4.1. In
addition to the larger photon flux provided by the undulator the energy resolution is much
higher compared with the bending magnet radiation of the second generation sources. One
reason for this improvement is the smaller source size of the third generation machines which
is achieved by the higher stability of the electron bunches in the storage ring. Furthermore,
the divergence of the insertion device x-ray radiation is lower compared to bending magnets.
Therefore, the illuminated area of the optical components is reduced and the influence of the
slope and shape errors is minimized. The physical quantity that describes these improvements
is the brilliance which is defined as the photon flux per unit phase space volume (photons per
[s mrad2 mm2 0.1% 
E/E]). The brilliance is enlarged by up to four orders of magnitudes
compared with the older machines. This leads to a dramatic increase of the energy resolution
which is of great importance when the near-edge fine structures are studied in detail as it will
be discussed below.

A further advantage of insertion devices is the possibility to produce x-rays with variable
linear, elliptical and circular polarization. This allows for the analysis of the magnetic
properties of the samples, e.g. with the XMCD technique. The APPLE II type undulator
[93,94], presented in figure 6, is an example of such an insertion device. It consists of two rows
of planar permanent magnets above and below the electron orbit plane. By shifting the opposing
magnet rows relative to each other the magnetic fields can be modified, producing various types
of electron orbits such as vertical sinusoidal (figure 6, bottom), horizontal sinusoidal (top) or
helical motion (centre). We applied the gap-scan technique also for these undulator types,
which ensures a constancy of the degree of circular polarization in combination with a high
photon flux. This technique allowed us to measure the detailed fine structure in the soft x-ray
XMCD stemming from the induced magnetism in light 3d metals, as discussed in section 5.2.
While various investigations of magnetic materials have been carried out in the soft x-ray
range [95], the resolution of fine structures in the XMCD of rare earth metals in the hard
x-ray range is also of technical as well as of fundamental importance. Thereby, the basic
understanding of XMCD spectroscopy can be advanced. This is shown in figure 8 where
the pioneering XMCD spectra at the L2,3 edges of a Tb foil taken by Schütz et al in 1988
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Figure 8. Comparison of (a) the pioneering XMCD results at the L2,3 edges of a Tb foil taken by
Schütz et al at HASYLAB in 1988 [96] to (b) the spectra for a Tb single crystal measured recently
at the ID 12 beamline at the ESRF [97].

at HASYLAB [96] are compared with the spectra of a Tb single crystal measured recently
at the ESRF [97]. It is to be noted that in the pioneering experiments the dichroic signal is
divided by the isotropic XAS. Therefore, the maximum of the dichroic signal in the earlier
work (figure 8(a)) appears to be reduced compared with recent measurements (figure 8(b)),
where directly the difference µ+(E)−µ−(E) of the x-ray absorption coefficients for right (µ+)
and left (µ−) circularly polarized x-rays is presented. Because of the excellent performance
of the third generation synchrotron radiation facilities, nowadays the fine structures in XMCD
can be resolved much more clearly. For example, the structure in the pre-edge regime of the
L2 edge marked with E2 could not be detected in the earlier works (figure 8). However, it will
be shown in section 5.3 that this feature can be assigned to electric quadrupolar transitions
(E2) whereas the main XMCD signal originates from electric dipole transitions (E1). This
disentanglement was not possible in the earlier work.

A further experimental advantage which is applied here is the in situ preparation of ultrathin
magnetic films. This means that prototype samples, as, e.g. trilayer systems are prepared and
measured step by step in the UHV chamber directly at the synchrotron radiation source. As
will be demonstrated in section 5.2, this allows for a controllable growth of the ultrathin films
in statu nascendi yielding samples with sharp interfaces. Thereby, structures can be prepared
which are close to the idealized picture, as given, e.g. in figure 19. Approaching experimentally
the ideal structures, which are used as inputs to theory, allows for the direct comparison of the
modelling with experimental results.

3.2. Theory

In the last ten years there has also been striking progress in ab initio calculations of x-ray
absorption spectra. These advances revolutionized the analysis of EXAFS. Nowadays, the
EXAFS theory in a multiple-scattering framework is well established [89, 90, 98]. Today
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theoretical standards eliminate the arbitrariness in the experimental analysis as it was done
in the early days by means of tabulated standards [99,100]. The EXAFS theory is implemented
in various ab initio codes like CONTINUUM [44], EXCURV [101], FEFF [91], GNXAS [102],
WIEN2k [103], the Munich SPRKKR package [104,105] and others [45]. Even the description
of the magnetic counterpart of this technique, i.e. MEXAFS, is now mature [51,104]. However,
it turns out that a fully quantitative treatment of the near-edge structures is still challenging. This
is due to various many-body effects, as for example the photoelectron-core hole interaction,
multiplet effects, the photoelectron self-energy and inelastic losses. Various theoretical
treatments, e.g. of metals, are based on the final state rule in an one-electron approach: the final
states are calculated in the presence of an approximately screened core hole, and the many-
body effects and inelastic losses are described by a complex optical potential. A different
approach for the calculation of the near-edge structures is the atomic multiplet theory [106,107].
Unfortunately, both approaches have their specific drawbacks: on the one hand the one-electron
approach ignores atomic multiplet effects. On the other hand the atomic multiplet theory makes
use of a crystal-field parametrization of solid state effects and ignores delocalized states [90].
Recently, there has been progress to go beyond the one-electron approach in order to calculate
x-ray absorption spectra [108–113]. In some of these works a GW approach is used [110,111].
The name of this approach originates from the electron self-energy which involves the product
of the electron Green’s function G and the dynamically screened interaction W (see, e.g. [114]).
Another approach is based on a time-dependent density-functional theory (TDDFT), as it
has been successfully applied to optical excitations in atoms [115]. The application of this
approach to x-ray absorption spectra at the L2,3 edges for the 3d transition metal series has
been demonstrated recently [109, 112, 113].

All the experimental results of this review are compared to present state-of-the-art
calculations. The advantage of the theoretical calculations available at present is the fact
that they provide the (magnetic) ground state properties of the systems investigated and
the corresponding x-ray absorption spectra. This is of great relevance, since it will be
shown here that for systems of technical as well as fundamental interest, the standard
analysis of the x-ray absorption spectra breaks down. Hence, the only possibility of
analysing these spectra is by comparison to the ab initio theory. This comparison reveals
that the experimental advances are crucial since they allow for the detection of a detailed
fine structure in XAS which can be modelled nowadays with the calculations mentioned
above. The calculations presented here have been carried out in collaboration with Rehr
and Ankudinov (University of Washington) and were provided by Ebert and Minár (Ludwig-
Maximilians-Universität München) by applying the FEFF code [91] and by using the fully
relativistic spin-polarized Korringa–Kohn–Rostoker (SPR-KKR) Green’s function method
[53, 104], respectively. The FEFF code is based on a real space Green’s function formalism.
Relativistic effects are treated with a relativistic Dirac–Fock atom code. In this multiple-
scattering formalism the photoelectron Green’s function corresponds to a propagator in
real space. This approach does not necessitate highly symmetric systems. To describe
the oscillatory fine structure in the extended energy range (EXAFS) a path expansion is
used. Thereby, it is possible to disentangle the multiple-scattering from the single-scattering
contributions by calculating the contributions of specific scattering paths. An automatic ‘path
filter’ is used, which determines the most important paths by analysing whether the contribution
of a certain path is above or below a defined cutoff. To calculate EXAFS it is usually sufficient
to use about 102 paths to model the data within the experimental accuracy. In order to consider
curved-wave effects an effective scattering amplitude feff is used—the property which gave the
FEFF code its name. The scattering potentials are constructed using the overlapped muffin tin
approximation. To account for inelastic losses a complex and energy-dependent self-energy
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is calculated. Thermal disorder is included by the EXAFS Debye–Waller factor which can be
described for solids by the correlated Debye model [55]. The cumulant expansion is applied
which is a parametrization of the vibrational distribution function expanded in its moments.
With these advances the FEFF calculations reproduce the experimental EXAFS generally
within the experimental errors (few per cent). To calculate NEXAFS a FMS calculation
is carried out for a defined cluster size by matrix inversion. Chemical effects like charge
transfer can become important for the description of the near-edge structures. Therefore, a self-
consistent field approach is implemented into the code that provides an accurate estimate of
the Fermi energy. These FMS calculations yield results that are equivalent to band structure
methods like the KKR procedure. However, the FEFF code is not self-consistent with respect
to the spin-dependence. Hence, SPR-KKR band-structure calculations utilizing a multiple-
scattering formalism were carried out to quantitatively analyse the induced moments in 3d and
5d metals at the interface to ferromagnets. These calculations reproduce, e.g. the size of the
induced moment in V in a Fe0.9V0.1 alloy within an error bar of about 10% as compared to
polarized neutron studies. For the determination of the magnetic moment of Fe in this alloy
the error reduces to a few per cent (see table 2). Detailed reviews on the SPR-KKR Green’s
function approach are presented by Ebert [53, 104]. Also in this formalism, a translational
symmetry is not necessary and an atomic sphere approximation is applied as a geometrical
constraint for the potential functions, charge density and spin magnetization.

4. Surface physics of atomic and molecular adsorbates

In this section, scattering phenomena of the photoelectron will be analysed for surface systems.
Two examples are presented here: atomic oxygen chemisorbed on Cu(110) and oriented
hydrocarbon molecules adsorbed on Cu(100). These systems were chosen to identify specific
scattering processes that are still debated in literature. The highly anisotropic reconstructed
O/Cu(110) system was selected to study the scattering of the photoelectron at interstitial
charge densities which is responsible for the so-called atomic EXAFS (AXAFS). Oriented
hydrocarbon molecules are measured to analyse the shape resonances which originate from
photoelectron scattering at the intramolecular potential. Both investigations were performed
at the K edges of the low Z elements C and O, respectively. At this absorption edge the
1s electron is excited to a final d state. Hence, the photoelectron is emitted basically into the
direction of the electric field vector 
E. This can be used as a ‘searchlight’ if angular-dependent
measurements are carried out, i.e. with variable orientation of the sample with respect to the
incident x-rays. This allows for the identification of scattering phenomena as the origin of the
atomic EXAFS and of the shape resonances. To support these findings the experimental results
are compared to ab initio calculations in the framework of a multiple-scattering formalism.

4.1. Atomic EXAFS

Here, we want to provide further insight into the so-called atomic EXAFS (AXAFS)
effect by investigating the angular dependence of the x-ray absorption coefficient for a
strongly anisotropic surface system. The AXAFS originates from the backscattering of the
photoelectron at interstitial charge densities located between the atoms. At first, the regular
surface EXAFS of the reconstructed (2×1)O/Cu(110) surface is studied in order to demonstrate
the strong structural anisotropy (C2 symmetry) of this system. This is followed by a thorough
analysis of the atomic EXAFS by studying the structures in the Fourier transform of the
SEXAFS at distances smaller than the nearest neighbour one. The clear angular dependence
of the AXAFS reflects the non-spheric scattering potential due to the high directionality of
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Figure 9. Schematic representation of the adsorption geometry for the (2 × 1)O/Cu(110) system
in top view and side view as determined from [131]. Small shaded circles: oxygen atoms, large
light circles: Cu atoms of the first layer, large dark circles: Cu atoms of the second and following
layers. The E-vector for different x-ray incidences is given schematically.

the O–Cu bonds. For a detailed investigation of the AXAFS the experimental spectra are
compared to ab initio calculations.

While the regular EXAFS stems from the backscattering of the photoelectron at
neighbouring atoms, the AXAFS contribution is assigned to the scattering at the charge
densities placed between the atoms. The presence of the controversial AXAFS effect (see,
e.g. [116–126]) was definitively observed for the low Z elements nitrogen and oxygen for
the (2 × 3)N/Cu(110) and (

√
2 × 2

√
2)R45˚ O/Cu(100) systems [127–130]. However, the

lack of attention to the AXAFS effect over the years was partly due to the non-availability of
high quality data. These data are nowadays achieved by scanning the gap of the undulator,
parallel to the monochromator—the so-called gap-scan technique. Another reason for ignoring
the backscattering of the photoelectron at the interstitial charge densities (embedded atom)
may be the fact that many fitting procedures minimize the Fourier transform intensities for
distances below the nearest neighbour one. Light adsorbates on metal surfaces are established
as model systems for this kind of investigation since no MEEs can mimic the long-range
oscillatory fine structure in the x-ray absorption coefficient [128,129] as it can be the case for
heavier atoms [118,119,123–126]. If the atomic EXAFS originates from the scattering of the
photoelectron at the bonding electrons, the AXAFS contribution to the entire fine structure of
the x-ray absorption coefficient should be highly directional for systems with strong anisotropic
bonding. This is the case for the reconstructed (2 × 1)O/Cu(110) surface system discussed
here [131]. There is general agreement that the O atoms are located in a long-bridge position
along the [001] direction (see figure 9) forming O–Cu rows on the surface [132–141]. This
C2 symmetry results in a non-spherical scattering potential for the photoelectron. Therefore,
a definite angular dependence of the AXAFS features is expected and reported for the first
time in our recent work [131]. Obviously, the O–Cu bond in the surface plane is highly
directional. There are two different types of bonds between the oxygen atoms and the first
two Cu layers: the first bond is between the O atoms (being nearly located in the surface
plane) and the two Cu atoms of the first layer. The second bond is to the second layer. This
local structure makes the (2 × 1)O/Cu(110) surface an ideal candidate to study the angular
dependence of the atomic EXAFS contribution. Therefore, temperature-dependent surface
EXAFS (SEXAFS) measurements at the oxygen K edge were carried out for various polar
and azimuthal orientations.
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Figure 10. X-ray absorption coefficient µ(E) at the O K edge for (2 ×1)O/Cu(110) at 50 K [131].
The spectrum is divided by the spline function for clearer presentation.

It is well known that chemisorption of oxygen on Cu(110) surface leads to an adsorbate
induced missing row reconstruction. This reconstructed state was achieved after dosing 12 L of
O2 at room temperature and annealing to 400 K after dosage. With this procedure the
saturation coverage of 0.5 ML was achieved which was controlled by investigating the signal
to background ratio (edge-jump) versus the oxygen dosage. The experiments were performed
at BESSY II in Berlin. We used the U-41 beamline with a collimated plane-grating
monochromator (PGM) and a refocusing unit [142]. Further experimental details are given
in [131]. For the first time the gap-scan technique was used over an energy range of

E = 430 eV (see figure 10). Therefore, the high photon flux provided by the undulator
set-up was combined with the capability to scan the energy over an extended range [143,144].
This guarantees for a high photon intensity with large spectral purity over the entire scan-
range without background structures. The absence of background problems allowed for a
clear identification of long-period oscillatory features in EXAFS as AXAFS. The SEXAFS
data were taken at the O K edge with quasi total electron yield at a polar angle of α = 90˚
(normal x-ray incidence, E-vector parallel to surface) and α = 20˚ (grazing x-ray incidence)
in both azimuths ([100] and [11̄0]).

In figure 10, the x-ray absorption coefficient µ(E) at the oxygen K-edge is presented
for the reconstructed system (2 × 1)O/Cu(110). The SEXAFS oscillations are extracted with
a stiff polynomial spline function [130] from the x-ray absorption coefficient µ(E) (which
is divided by the spline function in figure 10 for clearer representation). Often EXAFS
data are analysed with special analysis routines like AUTOBK [145]. By the use of those
fitting routines the structures in the Fourier transform located below the nearest neighbour
contribution are minimized, because it was thought that these features have no physical
meaning. This minimization is achieved with a spline function which exhibits a low period
oscillation. Hence, the information of the scattering of the photoelectron at the periphery
of the absorbing is hidden in the oscillating spline function. If this spline is just taken as
a tool in the process of the data analysis and is not investigated on its own the important
information about the AXAFS is lost. However, for the analysis presented here a stiff spline
function was used. Because of the high intensity of the SEXAFS oscillations for O/Cu(110),
the AXAFS feature can be detected very reliably. It turns out that the AXAFS interferes
destructively with the nearest neighbour scattering contribution. This results in a reduction of
the SEXAFS wiggle at about 680 eV, which can be seen even by eye inspection. The detailed
analysis of the SEXAFS wiggles is carried out in k-space as it is presented in the left side of
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Figure 11. SEXAFS oscillations kχ(k) (left) and the corresponding Fourier transforms
|FT [kχ(k)]| (right) for (2 × 1)O/Cu(110) for different x-ray incidences and sample temperatures
[131]. The AXAFS and nearest neighbour contributions are marked by the dotted vertical lines.
The orientation of the E-vector for each experimental set-up is given.

figure 11. The temperature-dependent data (50, 300 K) for the various polar and azimuthal
orientations of the crystals are shown. The damping of the SEXAFS signals at 300 K is due
to the larger dynamic disorder described by the MSRD σ 2(T ), which enters into the EXAFS
Debye–Waller factor: exp[−2σ 2(T )k2]. From the temperature dependence of σ 2

i (T ) for every
bond i, an Einstein temperature θE,i can be calculated that characterizes the bonding strength
of every individual bond i [146]. The right side of figure 11 shows the Fourier transforms of the
data. As discussed above, the SEXAFS is mainly determined by the two bonds of the oxygen
atoms to the Cu atoms (Rnn and Rnnn). At normal incidence with the E-vector parallel to
the O–Cu rows ( 
E||[001]) the nearest neighbour bond Rnn is probed (figures 11(a) and (b)).
Whereas at grazing and at normal x-ray incidence with the E-vector perpendicular to the O–Cu
rows ( 
E ⊥ [001]), the next nearest neighbour bond Rnnn of the O atoms to the second layer
is analysed (figures 11(c)–(f )). That indeed two different bonds are probed can be seen by
looking at the different phases of the SEXAFS oscillations in the k-space (figure 11, left) for
(a), (b) compared with (c), (d), (e) and ( f ). Correspondingly, the main peak position in the
Fourier transform (figure 11, right) is shifted to larger distances for (c), (d), (e) and ( f ), as
indicated by the right vertical lines. The reason for the larger intensity of the main peak in the
Fourier transforms in (c), (d) compared with (e), ( f ) is due to the larger effective coordination
number N∗

i = 3
∑

j (
ε · 
ri,j )
2 for this geometry. Here, 
ε is the unit vector in the direction of

the electric field and 
ri,j is the unit vector in the direction of the bond, where j refers to all
the backscattering atoms within a backscattering shell i. Fitting the main contributions in the
Fourier transforms using FEFFIT [92] with a theoretical standard calculated with FEFF8.2 [91]
the bond lengths and the corresponding Einstein temperatures θE,i can be determined as given
in table 1. From these results the structure given in figure 9 is confirmed. The height of
h = 0.04 Å of the oxygen atoms above the plane formed by the first Cu layer was determined
by optimizing the intensity of the multiple-scattering forward-focusing peak located at about
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Table 1. Bond lengths and Einstein temperatures for the nearest and the next nearest neighbour
bonds [131].

Nearest neighbour Next nearest neighbour
Rnn Rnnn

Bond length R (Å) 1.81 ± 0.03 1.99 ± 0.03
Einstein temp. θE (K) 420 ± 40 380 ± 40

3.2 Å in figure 11(a) (right) using the FEFF8.2 code [144]. The next nearest neighbour bond
length of the O atoms to the second Cu layer is consistent with a layer expansion of 0.20 Å
of the first layer (see d12 and d23 in figure 9). Similar expansions were found in various other
structural investigations of this system [140,147–149]. The slightly larger Einstein temperature
of the nearest neighbour bond (table 1) indicates that this bond is a little stiffer compared the
next nearest neighbour one. But this anisotropy is small compared to other reconstructed
systems (see, e.g. [146]), demonstrating that the bond strengths of the O atoms to the first and
the second Cu layer for the present system is nearly isotropic, although the bond lengths are
quite different (table 1).

Now, we turn to the investigation of the peak located at about half of the nearest neighbour
distance (Fourier transforms (a) and (b) in figure 11) or at half of the next nearest neighbour
distance (Fourier transforms (c), (d), (e) and ( f ) in figure 11), respectively. These contributions
marked by the left vertical lines are assigned to the AXAFS contribution. Obviously, these
contributions shift systematically according to the bond which is probed. This reveals that
these structures located at about 0.9 Å (AXAFS nearest neighbor) and 1.1 Å (AXAFS next
nearest neighbour) cannot be artefacts due to possible MEEs as discussed by Filipponi and
Di Cicco [119, 120]. This is because MEEs lead to structures at a fixed energy in the x-ray
absorption coefficient µ(E) (see also [150]). Therefore, features that originate from MEEs
would show up at the same distance R in the Fourier transform, independent of the measuring
geometry. The same argument is true for experimental artefacts which could be due to
improper normalization of the data. Hence, the dependence of the AXAFS peak position on
the bond being probed is a strong indication that this feature indeed stems from the scattering at
interstitial charges between the absorbing and the backscattering atom. For the investigation of
the anisotropy of the AXAFS, the Fourier transforms of the SEXAFS oscillations are directly
compared at 50 K with the E-vector along ( 
E||[001]) and perpendicular to the O–Cu rows
( 
E ⊥ [001]) (figure 12(a)). The AXAFS peak A shifts to larger distances A′ together with
the position of the main peak (nearest neighbour: B, next nearest neighbour B ′). In order to
analyse the phases of the AXAFS, the inverse Fourier transforms of the peaks marked with
A and A′ are presented in figure 12(b). Interestingly, the AXAFS oscillation of the nearest
neighbour bond (solid line) exhibits a maximum around k ≈ 6.3 Å−1 whereas a minimum is
determined for the regular SEXAFS oscillations at this k-value (figure 11(a)(left)). This results
in a destructive interference of the two contributions leading to a dip in the enveloping amplitude
of the complete SEXAFS as it can be detected even by eye inspection in figure 11(a)(left). This
is also found for the next nearest neighbour bond: the AXAFS oscillation exhibits a minimum
at k ≈ 6.8 Å−1 (dashed line in figure 12(b)) whereas a maximum is found for the regular
SEXAFS oscillations (figure 11(c)(left)).

Now, the experimental results are compared to ab initio calculations using the FEFF8.2
code [91] based on spherical potentials (muffin tin approximation). The scattering of the
photoelectron at interstitial charge densities results in an oscillatory fine structure χe(E) of the
atomic x-ray absorption coefficient µ0(E) of the embedded atom:

µ0(E) = µ0,free(E)[1 + χe(E)]. (9)
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Figure 12. (a) Direct comparison of the Fourier transformed SEXAFS data with the E-vector along
the O–Cu bond ( 
E||[001], normal x-ray incidence) and perpendicular to that direction ( 
E ⊥ [001],
grazing x-ray incidence). (b) Inverse Fourier transform of the AXAFS contributions labelled with
A and A′ in the left figure [131].

Here, µ0,free(E) refers to the smooth atomic x-ray absorption coefficient of the free atom.
Therefore, the total x-ray absorption coefficient µ(E) becomes:

µ(E) = µ0,free(E)[1 + χe(E)][1 + χ(E)]. (10)

In this representation of the total x-ray absorption coefficient, the scattering of the photoelectron
at the interstitial charges is separated from the scattering at neighbouring atoms. As suggested
by Rehr et al [117] the AXAFS oscillatory fine structure χe(E) can be described within the
muffin tin approximation by

χe(E) = − 1

kR2
MT

|fe| sin(2kRMT + 2δa
l + φe). (11)

Here, RMT is the muffin tin radius, fe = |fe| eiφe is an effective curved-wave scattering
amplitude of the interstitial charge density and δa

l is the central atom phase shift.
Looking at the AXAFS intensity relative to the nearest neighbour contribution in the

Fourier transform in figure 12, the AXAFS is about 30% of the main contribution. However,
to determine the intensity of the effective scattering amplitudes for the interstitial charge |fe|
relative to those of the nearest neighbour |fnn|, the intensities seen in the Fourier transform
have to be rescaled by 1/R2 (see equation (11)). Since the AXAFS contribution is located
approximately at half the nearest neighbour distance, the ratio is |fe|/|fnn| ≈ 8%. Interestingly,
in a simplified atomic picture one can assume that each bond consists of 2 electrons (fe)
and each of the nearest neighbour Cu atoms (fnn) has 27 (3d9) or 28 (3d10) electrons that
scatter. Then the ratio becomes |fe|/|fnn| = 2/28 ≈ 7%. This value is in reasonable
agreement with the experimentally determined ratio which supports the interpretation that
AXAFS is due to the scattering at the bonding charges while the main EXAFS contribution
originates from the charges localized at the nearest neighbour atoms. With the FEFF8.2 code
we calculated the atomic x-ray absorption coefficient µ0(E). The oscillatory fine structure
in µ0(E) was extracted with a stiff polynomial spline function [131]. The normalization of
the data to a constant edge jump reveals that the calculated AXAFS intensity is about 2%
of the edge jump. The calculated AXAFS oscillations are compared to the experimental
result in figure 13. A muffin tin radius of RMT = 0.94 Å (dotted line) was calculated by
assuming charge neutrality. It turns out that the phase of the calculated AXAFS oscillations
are off by about 180˚. Since there is charge transfer from the Cu to the O atoms which is not
automatically taken into account by the scattering potentials calculated with the program, the
muffin tin radius had to be enlarged to RMT = 1.11 Å. This is because the muffin tin radii
are kept constant even in the self-consistent field approximation. The phase is in reasonable
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Figure 13. (a) Calculated AXAFS χe for two muffin tin radii (RMT = 0.94 Å: · · · · · ·, RMT =
1.11 Å: - - - -) and the inverse transformed experimental AXAFS contribution for O/Cu(110)
(marked with A in figure 12) (——). (b) Fourier transform of the calculated AXAFS contribution
(RMT = 1.11 Å) (- - - -) together with the Fourier transform of the complete experimental SEXAFS
oscillations (——) [131].

agreement with the experimental data for the enlarged muffin tin radius. Both calculations had
to be multiplied by a factor of 2 to match the experimental intensity. This is probably due to
the extended continuum picture used in the calculation that may underestimate the real jump
of the potential at the surface. Unfortunately, the anisotropy of the AXAFS peak position in
the Fourier transform cannot be calculated using the FEFF8.2 code in the spherical muffin tin
approximation. For this purpose a full-potential version of the code is needed which is under
development right now.

Our angular-dependent study showed that the position of the AXAFS contribution in the
Fourier transform reflects the anisotropy of the bond being probed. This gives the unique
opportunity to measure the anisotropy of the local embedded atom potential for the first time.
Hence, the investigation of the AXAFS provides a new experimental tool to study non-spherical
embedded atom potentials. The combination of experiment and theory will help to study the
charge densities that are responsible for the bond, for instance in oxides, in more detail in
future works.

4.2. Shape resonances of oriented molecules

After investigating the scattering phenomena of the photoelectron for atoms on surfaces we
now turn to the analysis of oriented molecules on surfaces. The focus here will be the
broad structures in the continuum region of the x-ray absorption spectra of molecules. These
resonances are studied by analysing the angular dependence of ab initio calculated NEXAFS
spectra of oriented hydrocarbon molecules using a full multiple-scattering formalism. By
comparison of the theoretical results to experimental data, the resonance in the experiment can
indeed be assigned to a so-called σ ∗ shape resonance.

In the early works of Dehmer et al [151] the origin of these resonances was assigned to
the temporary trapping of the excited core electron by a centrifugal barrier of the molecular
potential in a quasi-bound state. However, it will be discussed below that these σ ∗ shape
resonances can be described by the scattering of the photoelectron at the intramolecular
valence region. A centrifugal barrier is not necessary since even a square-well potential
can produce such a resonance [152, 153]. Important case studies, concerning the σ ∗ shape
resonance, are carried out for the linear hydrocarbon molecules ethane (C2H6), ethylene
(C2H4) and acetylene (C2H2). These molecules are prototypes with a single, double and
triple bond, resulting in a systematic variation of the C–C bond length dC–C (figure 14).
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Figure 14. Schematic representation of the hydrocarbon molecules ethane (C2H6), ethylene (C2H4)
and acetylene (C2H2). The C–C distances are given for the gas phase [173].

Therefore, the influence of the molecular geometry on the experimental results can be directly
studied. Numerous experimental [11, 152–159] and theoretical [160, 161] studies have been
performed on these hydrocarbon molecules, however, no systematic quantitative analysis
of these resonances was carried out. While the empirical correlation between resonance
energy and internuclear separation was investigated experimentally [11, 16, 154, 159, 162],
a full analysis including oscillator strength and spectral shape is still missing. In several
instances a pronounced asymmetry in the spectral shape of these resonances was observed.
This feature was first discussed in terms of a strong coupling between vibrational and electronic
motion leading to a breakdown of the Franck–Condon principle, as was observed in the
case of the nitrogen molecule [151]. A cross-section of several Mbarn was calculated at
the resonance maximum, however, no quantitative comparison to experimental data was
performed. Interestingly, the existence of a shape resonance in the photoabsorption spectra
of C2H6, C2H4 and C2H2 has been recently questioned by Kempgens et al [163, 164], who
report to have measured the photoionization cross-section of the C 1s main line by means of
angle resolved photoemission. The authors concluded that the broad feature in the absorption
spectra of these hydrocarbons is caused by multiple-electron excitations, in contrast, Sorensen
et al [165] found a non-Franck–Condon-like behaviour in the resonance region and took this as
an indication for the presence of a shape resonance. This was concluded by separating the C 1s
photoelectron spectrum of C2H4 into contributions from the C–C and the C–H stretch modes.
Furthermore, Thomas et al [166] supported the existence of shape resonances by measurements
of the photon energy dependent 1σu/1σg intensity ratio in the C 1s photoelectron spectra of
C2H2. Therefore, a precise calculation of cross-sections and comparison to experimental data
will help to solve this inconsistency. This allows us to illustrate for well known test cases, that
quantum mechanical scattering theory does adequately describe the absorption coefficient.

A breakthrough in terms of the quantitative analysis of the σ ∗ shape resonance is the
investigation of oriented molecules on surfaces at low temperatures [167, 168] as discussed
here. These molecules are found to be weakly distorted, as compared to the gas phase, which
allows for an identification and study of the continuous evolution of spectral features. For
oriented molecules on surfaces it is possible to probe the angular dependence of the various
transitions since the x-ray E-vector can be aligned parallel or perpendicular to the molecular
C–C bond axis. In contrast, the study of the angular dependence of the σ ∗ shape resonance
in the gas phase cannot be easily performed. Rabus and co-workers [152, 153] suggested
a quantum mechanical scattering model which was applied in earlier experimental works.
This model is based on the principle of the ‘giant resonance’ presented by Connerade [169].
Thereby, the asymmetric lineshape with the high-energy tail is reproduced satisfactorily, which
is a result of general considerations in the theory of scattering from a bound state into the
continuum (a quasi-bound final state). However, in this simple model only the resonant
part of the spectrum is calculated and, hence, an adjustable parameter is used to scale the
resonance intensity to the atomic continuum. Therefore, the calculation of absolute cross-
sections is not straightforward using the simple square-well potential. In contrast, more
realistic potentials and the advanced treatment of electron scattering improved the theoretical
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σ∗(C−C)

π∗(C−C)

Figure 15. A schematic representation of processes leading to the existence of resonant features in
the continuum [168]. The C 1s photoelectron is scattered at the intramolecular potential. Following
an early analysis, an effective square potential (- - - -) of about 6 eV depth can describe the
asymmetric resonance in the continuum. Here, gas phase data from the literature are shown [154].
One has to note, that the potential barrier can be lower than the resonance energy which highlights
that a tunnelling process is not necessary. The orbital density for the shape resonance according to
this effective potential scattering model [152, 153] is presented. Antibonding valence levels and a
bonding one are also shown schematically.

description which is implemented in the FEFF8 code [91] applied here. An earlier version of
this ab initio code, which did not include FMS, was used to calculate the photo-absorption
cross-section of other small molecules like N2 and O2 [170,171]. In these works, a comparison
to NEXAFS spectra from physisorbed N2 gave a satisfactory agreement between theory and
experiment [170]. For O2 it was found that high-order scattering (up to 13 backscatterings)
is needed to reach convergence in the calculations. Thereby, the enhancement in oscillator
strength can be reproduced, which results in the σ ∗ shape resonance close to the edge [170].
Here, we present further theoretical results on these molecules and compare those to spectra
of oriented molecules on surfaces. The importance of the molecular vibrations and the effects
of a finite temperature on the shape resonance energy and spectral shape are highlighted.
Furthermore, we estimate the importance of the existence of the hydrogen atoms in the spectra
and analyse the importance of MEEs.

For the basic understanding of the photo-excitation of a diatomic molecule a schematic
description is given in figure 15. After monochromatic x-ray excitation the photoelectron can
be scattered at the intramolecular potential resulting in various ‘single-electron’ resonances.
Already in the early ‘giant resonance’ approach it was shown that shape resonances can be
described by calculating the scattering of the photoelectron in the intra-molecular valence
region. Modelling the scattering potential by a simple square potential (dashed line in figure 15)
it is found that scattering from this effective potential (6 eV deep) can lead to a feature at about
17 eV above the ionization potential (IP) [152]. This analysis demonstrates that a tunnelling
process is not necessary since the important contribution is the scattering of the photoelectron
at the inner part of the effective potential [152, 153]. The simple potential in figure 15
illustrates the fundamental quantum mechanical process of the scattering of the photoelectron
at a potential well. This basic process is expected to occur upon photon absorption and must
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be considered before higher order multi-particle processes are discussed. In the case of MEEs
more than one-electron is involved. One possibility is the simultaneous ejection of a second
electron from a valence orbital into the continuum, leading also to a variation in the cross-
section. Also a double-excitation in the continuum could occur, with a valence electron being
promoted to an unoccupied orbital lying below the IP. Here, we present a basic case study
for quantum mechanical scattering [167, 168] in a quantitative manner. The MEEs [172] are
discussed on a qualitative base and are not dominant in the present case. Since it can be
questioned whether the simple square potential is an oversimplification, we have performed
state-of-the-art ab initio calculations.

These calculations were performed with the program FEFF8 [91]. Using this code, the
x-ray absorption coefficient µ(E) in the near-edge region (NEXAFS) as well as in the extended
energy range (EXAFS) can be calculated. The theory is based on a relativistic Green’s function
formalism, using an ab initio self-consistent field (SCF) real-space multiple-scattering (RSMS)
approach for a defined cluster of about 100 atoms. The free atom potentials of each atomic type
are calculated self-consistently, using a relativistic Dirac–Fock atomic code. The total muffin
tin scattering potentials are obtained iteratively, by successive calculations of the density matrix
and then of the potential until self-consistency is reached. These SCF potentials are essential
for an accurate determination of the Fermi level. For the purpose of an improved calculation
of NEXAFS spectra, a FMS approach is implemented into the code. FEFF8 calculates the
excitation of a photoelectron in a muffin tin-like scattering potential of the cluster for a fully
relaxed core hole. It does not include multi-electron effects like shake-up excitations. We
use the advanced version (full matrix inversion, self-consistent potentials) and present the
first angular dependent and variable cluster size calculations. Thereby, we study the effect
of a stretched C–C bond and the influence of the H atoms as well as the Cu substrate. Our
calculated values of the ionization potential (IP) for the three molecules given in [167] are in
remarkably good agreement with the well known IP values. This means that the self-consistent
calculation of the molecular potential determines the IP accurately within a few tenths of an
electronvolt without any adjustable parameter. The onset of a finite cross-section starts below
the IP in the regime of unoccupied bound states by using an extended continuum model ansatz.
Figure 16 shows the C 1s NEXAFS spectra for a single free molecule of C2H6, C2H4 and
C2H2 calculated for different orientations (θ = 0˚, 10˚, 45˚, 90˚; see inset of figure 16(b)). The
molecular geometry was taken from [173] as shown in figure 14. The intensity of the calculated
cross-section (T = 0 K) is given in absolute units of Mbarn. For all three hydrocarbons a broad
feature in the continuum regime is visible, which shows an asymmetry with a tail on the high-
energy side. A clear angular dependence of this structure can be recognized, having a maximum
intensity for the E-vector parallel to the C–C bond (θ = 90˚), decreasing for 45˚ and 10˚ and
vanishing completely for θ = 0˚. This behaviour is in correspondence with predictions for the
angular dependence of a σ ∗ shape resonance [16, 155, 157]. From the angular dependence in
figure 16 we can distinguish between the atomic cross-section µ0(E) (bold-dotted line) and the
σ ∗ shape resonance. It can be seen that the resonance cross-section is 1 to 2 times larger than
µ0 at this photon energy, i.e. about 4 Mbarn at T = 0 K. The different bond strengths between
the C atoms in the three hydrocarbons lead to varied bond lengths dC–C (figure 14). Figure 16
shows that the maximum position Emax of the resonance moves to lower energies for larger
bond length dC–C, in agreement with the scattering picture of the potential well. For C2H2 it is
located at 311.6 eV, shifting to 301.8 eV for C2H4 and to 294.1 eV for C2H6. The dependence
of this continuum resonance on the C–C bond length is further indication that the feature is
a σ ∗ shape resonance. The present multiple-scattering calculations indicate the existence of
a resonance for C2H6 in the continuum part of the spectrum, while earlier studies [160, 161]
predicted a σ ∗ resonance of predominantly C–H character below the threshold. However, here
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Figure 16. Calculated C 1s NEXAFS spectra of C2H6 (a), C2H4 (b) and C2H2 (c) for different
orientations of the E-vector of the photon beam with respect to the intramolecular C–C bond [167].
θ = 0˚ corresponds to a perpendicular orientation, θ = 90˚ to a parallel one (see inset of (b)).
The energy position of the σ ∗ shape resonance is changing depending on the C–C bond length
of the hydrocarbon molecule. The atomic background µ0(E) is indicated by the bold dotted line
and the vertical lines represent the calculated ionization potentials.

we obtain a resonance maximum for C2H6, close to but above the IP (figure 16(a)). This
is supported by angular-dependent NEXAFS measurements of oriented C2H6 molecules on
Cu(100) [152,156]. A resonance of σ symmetry is identified above the threshold in this case,
indicating that this feature possesses mostly C–C character. Here, an isolated feature of C–H
character is not identified.

With this study it is verified that the σ ∗ shape resonance can be accurately described by
calculating multiple-scattering effects of the excited photoelectron between the C atoms of the
hydrocarbon molecule. We will show that the properties of this quasi-bound state will depend
on intramolecular properties alone and less on neighbouring atoms. In figure 17 the theoretical
spectra are shown for three different ‘chemical environments’ of the C–C bond in C2H4. The
calculations are performed for two different values of dC–C: the value 1.337 Å corresponds to
the gas phase bond length of ethylene, and 1.45 Å is the value for the molecule chemisorbed on
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Figure 17. (a) Calculations for an artificial C2 molecule, a C2H4 molecule and a C2H4 molecule
adsorbed on Cu(100) for a fixed C–C bond length of 1.337 Å. (b) Corresponding calculations like
in (a) using dC–C = 1.450 Å [167].

the Cu(100) surface [156]. The solid lines depict the calculations for an artificial C2 molecule
without H atoms, while the dashed lines represent the calculations for an ethylene molecule,
and the dotted ones are for a C2H4 molecule adsorbed flat on a Cu(100) surface [158,167]. In
both calculated sets in figures 17(a) and (b) no remarkable changes of the shape and the position
of the resonances in the spectra, caused by the modification of the chemical environment, can
be noticed. But as already described in figure 16, the resonance shifts to lower energy for the
stretched C–C bond.

In earlier experiments, a relationship between dC–C of the hydrocarbons and Emax was
found for molecules adsorbed on different metal surfaces. Here, we analyse the NEXAFS
spectra of ethylene, which was physisorbed (dosing 1 L C2H4 at 25 K) and chemisorbed (dosing
1 L C2H4 at 60 K) on a Cu(100) surface. The C K edge NEXAFS spectra for normal (90˚)
and grazing x-ray incidence (20˚) of submonolayer coverages of ethylene were recorded at the
synchrotron radiation facility BESSY II. The angular dependence of the observed molecular
π∗ and σ ∗ shape resonances can be seen in figure 18, where we plot the difference spectra
µ(90˚)–µ(20˚) for C2H4. Here, we will not discuss the π∗ resonance at 285 eV and the C–
H resonances around 289 eV. The intensity of the σ ∗ shape resonance for 90˚ is larger as
compared to 20◦ and vice versa for the π∗ resonance, which shows that the molecules lie flat
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Figure 18. (a) Difference spectra µ(90˚)–µ(20˚) of a submonolayer C2H4 on Cu(100), almost
physisorbed at 26 K (——) and chemisorbed at 60 K (· · · · · ·) [167]. The dashed line at the top is
indicating Emax for gas phase ethylene. (b) Experimental and calculated C 1s NEXAFS spectra
of C2H4 adsorbed on a Cu(100) surface. Both the spectra of the almost physisorbed and the
chemisorbed state are shown. In experiment and theory, a shift of the σ ∗ shape resonance of
the chemisorbed phase towards lower energy can be recognized.

on the Cu surface. For the chemisorbed species the shape resonance peak is located at a lower
energy compared with the physisorbed case, which reveals a stretching of the intramolecular
distance due to the chemisorption. This stretching can be explained by a charge transfer
from the Cu surface into the antibonding π∗ orbital of ethylene and hence the weakening of
the C–C bond [16]. From figure 18(a) we obtain Emax = 299.5 eV and 296.5 eV, for the
physisorbed and the chemisorbed species, respectively. The shift of 1.5 eV of the resonance
with respect to the gas phase (dashed line) illustrates that C2H4 is weakly bonded. The
displacement is larger for the chemisorbed phase (4.5 eV), showing a stronger interaction
with the substrate. In figure 18(b) we present calculations for both cases, together with the
corresponding experimental data for 90˚. In the experiment, the atomic positions vary slightly
due to thermal vibrations and disorder. In order to take this into account in our calculations,
we introduced damping by the Debye–Waller factor. Since a FMS approach is used in the
FEFF8 code, the treatment of disorder in terms of Debye–Waller factors is only approximate.
Turning off this approach, i.e. using the path expansion in FEFF8, we estimate a value for the
MSRD of σ 2 ∼ 0.0036 Å2 for single-scattering. This value may appear high, but in a recent
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work [165] it was found that the intramolecular vibrations are influenced by the excitation of the
photoelectron into an antibonding state (σ ∗ shape resonance). Therefore, the interpretation of
the MSRD in the present analysis of the σ ∗ shape resonance is more complicated as compared
to ground state properties (see, e.g. [168]). Since we only use a single scaling parameter to
match theory and experiment, the agreement is fairly good. We find no indication for satellite
contributions as identified by Kempgens et al [163,164]. They may either (i) be negligible for
physisorbed molecules or (ii) do not play a role for the angle integrated detection scheme used
here. In principle, only a full angle integration in the photoelectron yield leads to a measure
of the absorption coefficient. Kempgens et al [163,164] used only a fixed angle experimental
electron analyser set-up with finite acceptance angle, but did not take non-dipolar effects in
the angular distribution of the photoelectrons into account. The importance of such effects for
a full analysis of absolute oscillator strengths was pointed out in recent studies [174–176].

A combined theoretical and experimental case study of scattering at potential wells applied
to surface science and NEXAFS is presented. It is the advantage of today’s theory is that one
can ‘disassemble’ the molecule, and thereby study the influence of the hydrogen atoms and
the metal substrate on the resonance.

5. Magnetism of ultrathin 3d, 5d layers and rare earth crystals

Nowadays, the investigation of layered magnetic structures is a very active field of research
since these nanostructures offer the possibility to build new materials with unique magnetic
properties. On the one hand, these nanostructures are of great importance for technical
applications, e.g. as magnetic storage devices. On the other hand, the new magnetic properties
of these devices are not completely understood regarding the fundamental mechanisms.
The development of magnetic storage devices that consist of alternating ferromagnetic and
so-called ‘non-magnetic’ layers is dramatic: since the discovery of the ‘giant’ dependence of
the magnetoresistance (GMR) on the alignment of the magnetic moments in the individual
ferromagnetic layers in those nanostructures in 1988 [177, 178] the field is rapidly growing.
Nine years later, IBM announced read heads for magnetic storage devices (hard disk drives)
[179]. Similar nanostructures are used as non-volatile magnetic random access memory
(MRAM) devices [180]. Today, such magnetic nanostructures are even discussed for the
realization of programmable magnetoresistive elements [181]: since the output of such
magnetic logic element is non-volatile, it is expected that those structures can improve the
clock speed of future processors dramatically. This is because the time-consuming transfer of
the output to the cache memory as it is done for the transistor based devices is not required
any more. One of the important mechanisms that determines the magnetic properties of these
layered structures is the long-range oscillatory interlayer exchange coupling. This determines
the coupling of the magnetic layers via the ‘non-magnetic’ ones. Various works have been
carried out to study this phenomenon in detail (see, e.g. [182–186] and references therein).
The magnetic layers that are investigated here are coupled ferromagnetically by the interlayer
exchange coupling. In this review we will focus on the induced magnetism in the ‘non-
magnetic’ layer at the interface to the magnetic layer. Interestingly, this effect is often neglected
when the magnetic properties, e.g. of magnetic storage devices are discussed [181,187]. This
approach is justified if the properties of the films are not dominated by their interfaces, i.e.
if the film thickness is in the range of several hundred angstrom. In contrast, for reduced
film thicknesses down to few atomic layers, induced moments at the interfaces of the ‘non-
magnetic’ layers due to hybridization become prominent. It turns out that in this ultrathin limit
the induced moments significantly determine various magnetic properties like the magneto-
transport properties [188], the magneto-optic response [189], and the magnetic anisotropy
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Figure 19. Schematic representation of a prototype Fe–V–Fe(110) trilayer. The relative
orientations of the spin (µS ) and the orbital moments (µL) determined by XMCD are given for Fe
as well as the induced moments in V.

[190,191]. However, these properties are the crucial ones that will determine if these magnetic
structures can be used in the future, as, e.g. advanced storage devices or even programmable
magnetoresistive elements. Hence, a detailed understanding of the induced magnetism in
layered structures is mandatory.

A prototype structure for the investigation of the induced magnetism is a Fe–V–Fe(110)
trilayer (figure 19). Here, the iron layers are the ferromagnetic ones whereas the vanadium
layers represent the ‘non-magnetic’ spacer. An induced total magnetic moment µV

tot
is determined in V at the interface which is aligned antiparallel to Fe. In this case
magnetometry that measures the entire sample, e.g. vibrating sample magnetometry (VSM)
or superconducting quantum interference devices (SQUID), detects a reduced magnetization.
If the spacer layer is assumed to be non-magnetic, then erroneously, a reduced moment per
atom could be concluded for the ferromagnetic layers in the multilayer. This demonstrates the
need for an element specific magnetometry which allows for the separation of the magnetism
of the ferromagnetic layer from the spacer layer. The XMCD technique fulfils this demand:
for different elements the x-ray absorption edges are located at different photon energies.
Therefore, the magnetism of each element in the sample can be analysed separately by
selecting the photon energy of the absorption edge. This element specificity was utilized here in
order to clarify the inconsistency between earlier theoretical [188,192,193] and experimental
works [194, 195] concerning the range of the polarization in V.

Furthermore, the XMCD technique is able to disentangled the total magnetic moment into
the spin moment µS and the orbital moment µL, and to determine their relative orientation.
Another established technique to study µS and µL is the ferromagnetic resonance (FMR)
which determines the g-factor (for details see, e.g. [186, 196]). These quantities are related
by [85, 86]

µL

µS

= g − 2

2
. (12)

However, like VSM and SQUID, the FMR technique measures the entire sample. Therefore, an
effective g-factor geff is determined [197,198]. In contrast, the XMCD technique can provide
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the g-factors for the individual layers [199, 200] which are gFe and gV by analysing the ratio
µL/µS element specifically for the case given in figure 19. The XMCD results demonstrate
that the induced spin and orbital moments in V are aligned antiparallel (gV < 2) whereas a
parallel orientation is found for Fe (gFe > 2). Hence, it is obvious from figure 19 that the
effective g-factor geff determined by FMR is larger than the one for the ferromagnetic Fe layers
gFe because the orbital moments µFe

L and µV
L of the Fe and V layers add up whereas the spin

moment of V µV
S (being oriented antiparallel to µFe

S ) reduces the total spin moment. For the
detailed analysis of these results it is not sufficient to discuss the relative orientation of µL

and µS in a qualitative manner but the absolute moments have to be analysed. It turns out
that the moments of the heavier 3d element Fe can be safely determined from the XMCD
spectra by applying the sum rules [77, 78] whereas the same type of analysis fails for the
lighter 3d element V [201–205]. This is because the interaction of the photoelectron with
the core hole becomes prominent for the light 3d elements. We were only able to determine
absolute moments for the V layers by comparison of the experimental spectra to ab initio
calculations carried out by Minár in the group of Ebert [201]. It is the strength of these
calculations that the spectral distribution of the isotropic spectra µ(E) as well as the dichroic
ones 
µ(E) = µ+(E)−µ−(E) can be determined (see, e.g. [53]). The detailed fine structures
of these spectra can be identified experimentally and are then compared to the various features
in the calculated spectra. Only by this interplay between advanced theoretical calculations and
experimental spectra with high energy resolution, can the magnetic ground state properties
of vanadium be determined. Using the same procedure, the magnetic moments of the light
transition metals (TM) Ti, V and Cr in Fe–TM–Fe were determined. These experimental results
are then systematically compared to the apparent moments determined with the integral sum
rule analysis [205].

It is clear that in an atomic framework the relative orientation of µL to µS follows the
expectations of the third Hund’s rule: in this atomic model Fe represents the case of a more
than half-filled 3d shell and a parallel alignment of µFe

L and µFe
S is expected (figure 19). Strictly

speaking, Hund’s rules are only applicable for purely atomic systems. However, interestingly,
the third Hund’s rule also holds for various solids as for example determined by our XMCD
results for Fe and V layers. For the moments induced in V the third Hund’s rule predicts an
antiparallel alignment of µV

L and µV
S since in an atomic framework vanadium represents the

case of a less than half-filled 3d shell. Also this antiparallel alignment for V (see figure 19)
is found experimentally. However, we will show that this simple picture does not hold for
induced moments in general. As will be discussed in section 5.1 for the induced moments in
5d metals, the third Hund’s rule breaks down for the case of W in Fe–W multilayers [206],
whereas it still holds for Ir in Fe–Ir multilayers and Pt in Ni–Pt multilayers. For the latter case
a complete profile of both the ferromagnetic Ni layer and the induced moment in Pt could be
determined by XMCD [207]. The breakdown of the third Hund’s rule for W demonstrates
that band-filling and geometrical effects have to be taken carefully into account to model the
relative orientation of µL and µS theoretically [208,209]. The sensitivity and the resolution of
the experimental XMCD allows for a detailed comparison with theoretical studies [210] which
were stimulated by our results. In addition, the anisotropy of the orbital moment 
µL was
investigated by angular-dependent measurements at the L2,3 edges of both constituents of the
multilayered Ni–Pt structures, i.e. the ferromagnetic layer (Ni) in the soft x-ray regime [211]
and the ‘non-magnetic’ layer (Pt) in the hard x-ray range [212]. These anisotropies in the
orbital moment are the microscopic origin of the magnetic anisotropy, and are therefore of
fundamental as well as technical interest.

In the discussion above, the induced magnetism in 3d and 5d elements at the interface to
ferromagnetic layers is pointed out. In the case of rare earth metals, the local 4f moments induce
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a spin-polarization of the 5d band. This polarization of the conduction 5d electrons establishes
the ordering of the 4f moments through the exchange interaction [213, 214]. Therefore, the
investigation of the induced moments in rare earth materials is of high interest for a fundamental
understanding. Furthermore, compounds consisting of rare earth and 3d elements are of
technical interest since they are used for high-performance permanent magnets [215]. For
these materials the hybridization of the transition metal 3d band with the rare earth 5d band is
of importance. The investigation of the induced 5d magnetism for rare earth metals is made
possible by the shell-selectivity of the XMCD technique. However, the detailed analysis of
the fine structure of the L3 and L2 edge XMCD demonstrates that not only electric dipolar
contributions (E1: 2p → 5d) but also electric quadrupolar contributions (E2: 2p → 4f) exist
in the x-ray absorption spectra, as it was discussed theoretically [216–219] and has been shown
experimentally for rare earth compounds [220–222]. The experimental spectra discussed in
these works present even more complicated fine structures in addition to the existence of the E1
and E2 transitions, because of the rare earth 5d—transition metal 3d hybridization. Therefore,
the XMCD of single-element rare earth single crystals will be discussed here to achieve
a more complete understanding of the physical origin of the spectroscopic fine structures
including electric quadrupolar and dipolar contributions. In earlier works the E2 contributions
were identified by angular-dependent measurements [220, 222–224]. Unfortunately, the
disentanglement of the E1 and E2 spectral distributions cannot be done easily with this
procedure, because for the angles investigated, the spectra present an overlap of the two
contributions. Therefore, we present a different approach here, i.e. the comparison of the
fine structure in the experimental Tb XMCD with theoretical calculations. In the calculations
various effects can be switched on and off easily, and therefore the E1 and E2 contributions can
be separated [97]. Hence, the shell-specific information can be extracted from the experimental
data, i.e. the contributions from the 5d density of states can be separated from the 4f ones.
Interestingly, an apparent antiparallel orientation of the induced 5d moments to the 4f can be
determined erroneously by applying the integral sum rule analysis to the experimental spectra.
It will be shown in section 5.3 that these results are in conflict with standard magnetometry
investigations from which a parallel alignment of the 5d and 4f moments is expected. By
comparison of the experimental data to ab initio calculations [83] it is shown that the spin-
dependence of the E1 transition matrix elements is responsible for the erroneous results of the
standard analysis procedure.

A precise investigation of the L2,3 edge XMCD of rare earth metals reveals that a clear
oscillatory fine structure can be identified in the dichroic spectra in the extended energy
range—the magnetic EXAFS (MEXAFS). This oscillatory fine structure originates from the
spin-dependent scattering of the photoelectron. It turns out that MEXAFS is relatively large for
rare earth elements normalized to the near-edge XMCD signal in comparison to the dichroic
L2,3 edge signal of the ferromagnets Fe, Co and Ni. In the case of the 3d metals the L2,3 edge
XMCD and MEXAFS scale with the 3d moment. In contrast, the L2,3 edge XMCD of the rare
earths is dominated by the dipole transitions and scales with the induced 5d moment, whereas
the MEXAFS intensity is essentially proportional to the 4f magnetic moment. Therefore, a
relatively large MEXAFS fine structure affects the near-edge signal for the rare earth metals.
Since the temperature dependence of MEXAFS originates from the dynamic disorder due to
lattice vibrations (EXAFS Debye–Waller factor) and the spin dynamics, a larger damping with
temperature is found for MEXAFS in comparison to XMCD [225–227]. EXAFS depends on
the local environment of the absorbing atom. Thus, one goal is to determine whether the local
spin fluctuations differ from the ones that determine the long-range ordering. Therefore, the
two contributions to the temperature dependence (lattice vibrations and spin dynamics) have to
be separated. Surprisingly, since the pioneering magnetic EXAFS works of Schütz et al [228],
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no comprehensive theoretical description exists for the temperature dependence of MEXAFS.
To overcome this drawback, we present a new procedure which models the spin-dependent
density of states by subtracting the experimental normal EXAFS oscillations which are shifted
in energy by 
E(T ). This means that the MEXAFS oscillations at a specific temperature T

are simulated using this procedure just by fitting the only free parameter, 
E(T ), so that the
modelled MEXAFS intensities match the experimental ones. Since the experimental EXAFS
is used for the modelling, the temperature-dependent damping due to the EXAFS Debye–
Waller factor is automatically included and the temperature dependence of 
E(T ) is only
due to the spin-dynamics. Furthermore, we carried out ab initio calculations in order to
separate multiple-scattering (MS) from the single-scattering (SS) contributions. Interestingly,
it is found that for the investigated rare earth metals, Gd and Tb, the multiple-scattering
oscillations interfere destructively with the single-scattering oscillations. This is different
from what we know for 3d transition metals where a clear enhancement of these MS paths was
found [229, 230].

This section is structured as follows: first, examples for the L edge XMCD will be given
which allow to investigate induced moments in 5d and 3d metals. This will be followed by
the analysis of the rare earth XMCD. The final example will be given for the extended energy
range where the MEXAFS of rare earth metals will be analysed.

5.1. Induced moments in 5d transition metals

The multilayered structures studied here consist of ultrathin 3d and 5d films. A major number
of atoms is located at the interfaces and therefore, the investigation of the interfacial properties
is crucial. A prominent effect is the occurrence of induced moments in the 5d transition metal
elements at the interface. It is discussed in literature that these induced moments significantly
govern, e.g. the magneto-optic response [189], the magneto-transport properties [188] and the
magnetic anisotropy [190, 191]. The polarization of the 5d metals due to hybridization at the
interface with ferromagnetic transition metals is studied here for well characterized Fe–W,
Fe–Ir [206] and Ni–Pt [207, 211] multilayers. This allows for the analysis of trends in the
induced magnetic properties along the 5d transition metal series. Furthermore, the results for
the induced magnetism in layered systems as presented here can be compared to the outcome
of earlier investigations of 5d impurities in Fe. Thereby, the similarities and differences in the
induced magnetism in layered systems are compared to impurities.

First, the results for the Ni–Pt multilayers will be discussed. These layered structures are
of fundamental, as well as technical, interest: they are prototypes of magneto-optic recording
media since they present a perpendicular magnetization at room temperature and a clear
maximum of the Kerr rotation is detected in the blue wavelength regime [231]. Surprisingly,
the fundamental question of the role of Pt in these multilayers was not completely answered.
Therefore, a thickness-dependent XMCD study both at the Ni L2,3 edges in the soft x-ray
regime and the Pt L2,3 edges in the hard x-ray regime was carried out to construct a complete
magnetic moment profile [207]. This is of importance since also the magnetic properties of
Ni in these multilayers were debated for layered structures [232, 233] in comparison to NiPt
alloys [234]. The experimental results are compared to self-consistent calculations by means
of the tight-binding linearized muffin tin orbital (TB-LMTO) method. The experimental data
were achieved in the soft x-ray range at the ID12B (now ID8) beamline with the electron
yield detection mode and in the hard x-ray range at the ID12A (now ID12) beamline with
the fluorescence yield detection mode at the ESRF. Magnetic fields in the range of 2–5 T
were applied in the direction of the x-ray k-vector to ensure complete magnetic saturation at
10 K. The experimental results for a Ni2Pt2 multilayer are given in figure 20. The indices
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Figure 20. Experimental x-ray absorption spectra for a Ni2–Pt2 multilayer: (a) x-ray absorption
coefficients for right (µ+(E)) and left (µ−(E)) circularly polarized x-rays at the Ni L2,3 edges in
the soft x-ray range, (b) isotropic XAS at the Pt L2,3 edges in the hard x-ray regime, (c) XMCD
spectra at the Ni and Pt L2,3 edges [237].

refer to the thickness of the constituents of the multilayer, i.e. 2 monolayers (ML) of Ni and
Pt for this specific sample. In figure 20(a) the x-ray absorption coefficients for right and
left circularly polarized x-rays µ+(E) and µ−(E) are given for Ni. The XMCD difference
is presented in figure 20(c)(left). For the case of the Pt L2,3 edges the isotropic absorption
spectra are shown because the difference of µ+(E) and µ−(E) cannot be made out by eye
in this representation. However, an obvious XMCD signal is also detected at the Pt edges
as depicted in figure 20(c)(right). Although this signal is only about 4% of the L3 white
line intensity, the XMCD signal is clearly larger than the noise demonstrating that indeed
an induced moment in Pt is revealed. Since both the Ni as well as the Pt XMCD signals
exhibit the same sign at the L3 and L2 edge, it can be concluded that the induced moment
in Pt is aligned parallel to the Ni moment as indicated in the schematic representation in
figure 20. The obvious Ni XMCD signal for a thickness of only 2 ML shows that the existence
of so-called ‘dead’ Ni layers as it has been discussed in [233,235] can be clearly excluded. For
the construction of a magnetic moment profile two sets of samples have to be investigated: for
the first set the Pt thickness is kept constant and the Ni thickness is varied; for the second set
vice versa. Experimental results are given in figure 21 at the Ni as well as the Pt L2,3 edges.
In figure 21(a) the Ni XMCD results for multilayers with a constant Pt thickness of 5 ML are
presented. One has to keep in mind that the XMCD signal scales with the averaged moment
per atom of the element investigated. Therefore, the strong decrease of the Ni XMCD for
thinner Ni films indicates that the Ni moment at the interface is reduced compared to the Ni
bulk value. In contrast, the Pt XMCD signal for multilayers with constant Ni thickness (2 ML)
increases for thinner Pt films. This demonstrates that the induced Pt moment is basically
located close to the Ni–Pt interface and decreases rapidly for the inner Pt layers. We were
able to construct a magnetic moment profile for both constituents for the specific case of a
Ni6–Pt5 multilayer by using the following two sets of Nin–Ptm multilayer samples: the first
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(a)

(b)

Figure 21. (a) XMCD at the Ni L2,3 edges for two multilayers with constant Pt thickness (5 ML)
and variable Ni thickness (Nin–Pt5). (b) Pt L2,3 edge XMCD for three multilayers with constant
Ni thickness (2 ML) and variable Pt thickness (Ni2–Ptm) [237].

with constant Pt thickness (m = 5) and variable Ni thickness (n = 2, 4, 6), the second set
with constant Ni thickness (n = 6) and variable Pt thickness (m = 2, 5) [207]. Since both
constituents basically retain their bulk lattice parameters the residual strain is quite small
(0–2%) [240]. Hence, the volume of Ni and Pt is kept constant in our samples and the profile
can be constructed from different samples. For the construction of the profile it is assumed
that the Ni as well as the induced Pt moments only depend on the position with respect to the
interface. The procedure of this construction is explained, e.g. in [236]. In order to discuss
absolute magnetic moments the sum rules have been applied (see [237–239] for details). The
experimentally derived magnetic moment profile is given together with the outcome of the
TB-LMTO calculation in figure 22. For the separation of the contribution of the second- to
the third-from-interface Pt layer the ratio of the Pt moments by the TB-LMTO calculation was
used. Since the Ni moment per atom differs for Ni2–Pt5 and Ni2–Pt2 [207], a larger error bar
is given for the Ni interface moment. Concerning the induced Pt moment, both experiment as
well as theory reveal the same trend: indeed an induced moment is determined at the interface
which decays rapidly towards the inner Pt layers. Experimentally, an induced moment of
0.29±0.03 µB is found and the Ni interface moment is strongly reduced compared to bulk Ni.
The calculated results, presented in figure 22(b), show a smaller reduction of the Ni interface
moment and smaller induced Pt moments. Since perfectly sharp interfaces are assumed in
the calculation these deviations can be explained as a small amount of intermixing at the
interface [237] due to atomic exchange processes. Since the surface energies of Ni and Pt
are quite similar [240] this effect is limited to the interface only. Our experimental results
were resumed by another theoretical work where the influence of interface mixing was studied
in detail [241]. These calculations show that already an intermixing of 25% located only at
the interface reproduces the reduction of the Ni moment. This first magnetic moment profile
for both elements of a multilayered structure will help to provide a more complete picture
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Figure 22. (a) Experimental magnetic moment profile for a Ni6–Pt5 multilayer. The error bars
indicated with solid lines (±10%) are typical for all the moments except the Ni moment at the
interface (· · · · · ·). (b) Theoretical result for the spin magnetic moments [207].

of the relevant mechanisms that are responsible for the new magnetic properties of these
structures.

To understand the perpendicular anisotropy, which is of great technical relevance, we
studied the orbital magnetism of a prototype Ni–Pt multilayer in detail. The magnetic
anisotropy energy (MAE) determines the easy and hard magnetization directions. It originates
from the anisotropy of the orbital moment 
µL, since the spin moment is isotropic, as discussed
in recent works [242–244]. If the spin–orbit coupling can be treated within a second-order
perturbation theory, Bruno [245] demonstrated that these quantities are related by:

MAE = α
ξ

4µB

µL. (13)

Here, ξ is the spin–orbit coupling constant and α is a scaling factor which takes the electronic
structure (which depends, e.g. on the film thickness) into account. A more generalized
description was given by van der Laan [246]. The size of α depends on the quantity of
the exchange splitting 
ex compared to the bandwidth W . In the case of 3d transition metals

ex < W and α is found to be smaller than 1 [247]. To study the anisotropy of µL angular-
dependent XMCD investigations were performed for the Ni2Pt2 multilayered sample. The
XMCD spectra for normal x-ray incidence (θ = 0˚) and grazing x-ray incidence (θ = 75˚) are
given in figure 23(a). Since clear differences in these spectra at the L3 edge can be made out,
one might erroneously conclude that the angular dependence scales directly on the ratio µL/µS .
However, these differences become smaller [211] when saturation effects in the total electron
yield detection mode are corrected [248–250]. Hence, the data must be corrected before the
sum rules analysis is applied, by taking into account the different absorption coefficients for
the two components of the multilayer [251]. The angular dependence of the orbital moment
after these corrections is given in figure 23(b) and can be described by [245]:

µL(θ) = µ⊥
L + (µ

‖
L − µ⊥

L) sin2 θ. (14)
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(a) (b)

Figure 23. (a) Angular dependence of the XMCD spectra (10 K, 5 T) for a Ni2–Pt2 multilayer
sample at normal (θ = 0˚) and grazing x-ray incidence (θ = 75˚). The magnetic field was applied
in the direction of the x-ray beam. (b) Angular dependence of the orbital moment µL determined
from the angular dependence of the XMCD spectra after correcting them for saturation effects.
The solid line is a fit according to equation (14) [211].

Here, µ
‖
L is the orbital moment parallel to the film plane and µ⊥

L is perpendicular to the film
plane. Fitting the experimental points given in figure 23(b) with this equation, yields the
anisotropy of the orbital moment 
µL = µ⊥

L − µ
||
L = (0.008 ± 0.004) µB per atom. The

smallness of this difference originates from the size of the orbital moment itself. However,
the relative change of µL(θ) is about 20% with respect to µ⊥

L . This anisotropy of the orbital
moment is the microscopic origin that enters into the right side of equation (13). To study
the prefactor α in detail, the MAE was also determined macroscopically with magnetization-
hysteresis loops measured with VSM [211]. Recently, also element specific hysteresis curves
were recorded [212] which show that both the Ni and Pt hysteresis curves follow the same
path along the magnetization reversal as seen in the VSM results. This demonstrates that the
exchange interaction between Ni and Pt dominates the individual anisotropies of each layer.
The MAE is determined directly from these measurements. Combining all these results, the
prefactor of equation (13) can be determined to be α ≈ 0.1 [211] using a value of ξ = 105 meV
per atom for Ni [252]. This value for α can be compared to results from ab initio calculations
for ultrathin films on single crystalline substrates as given, e.g. in [253–255]. Since α depends
on the bandwidth and the Coulomb integral, its value is not necessarily a constant when the
film thickness is varied in ultrathin films or multilayers because the band structure changes as
function of the film thickness. This is presented, e.g. in [254], where the volume anisotropy
of tetragonally distorted Ni films versus the orbital moment is analysed. These calculations
demonstrate that α varies in the range of α ≈ 0.05–1, which shows that the small values
correspond to the ones determined for Ni in Ni2–Pt2 multilayers.

Now, we turn to the investigation of induced moments in the 5d metals by traversing the
5d series: the induced moments in Pt have been discussed above for Ni–Pt multilayers. In
this paragraph we analyse the lighter 5d elements W and Ir in Fe–W and Fe–Ir multilayers
[200,206]. The thickness of the 5d metals W and Ir in each multilayer period was 0.5 nm which
corresponds to a thickness of 3.0 ML. The Fe thickness was 1.0 nm. The multilayers were
structurally characterized by means of x-ray diffraction and transmission electron microscopy
[206]. Similar to the measurements discussed above, the XMCD data were taken at 10 K in
large magnetic fields of 5 T. The field was applied normal to the film plane in the direction
of the x-ray beam. The x-ray absorption spectra at the 5d L edges for unpolarized x-rays
are presented together with the XMCD spectra in figure 24 for (a) the Fe–W and (b) Fe–Ir
multilayers [206]. Obviously, a clear XMCD signal can be observed nearly free of noise at
both the W as well as well as the Ir L2,3 edges although the signals are quite small (see the
enlargement factors for W (×50) and Ir (×20)). Therefore, an induced moment can also be
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Figure 24. Normalized XAS and XMCD spectra at the L2,3 edges of (a) W in Fe–W and (b) Ir in
Fe–Ir multilayers (10 K, 5 T) [206]. For a clearer illustration the XMCD spectra have been scaled
(W: ×50, Ir: ×20) and the XAS spectra have been shifted vertically. The XMCD integrals allow
for the analysis of the relative orientation of the induced spin moment µS to the induced orbital
moment µL (· · · · · ·: experiment, - - - -: hypothetical). (c) Schematic representation of the relative
orientation of µS and µL (element specific) for the Fe–W layers and the important interactions in
an atomic model [200].

identified for these two 5d elements. The sum rule analysis shows that the induced moments
are about 0.2µB which is in good agreement with recent calculations [256]. Furthermore,
a pronounced fine structure can be observed in the W XMCD which is of similar origin as
the asymmetry of the V XMCD as will be discussed in section 5.2. Interestingly, the W
L3 edge XMCD signal is positive whereas the one for Ir is negative as it is also the case for
Pt discussed above. This demonstrates that the induced moment in W is aligned antiparallel
to the Fe layer as schematically presented in figure 24(c) and the induced moment in Ir is
aligned parallel to the Fe moment. This parallel or antiparallel orientation of the induced
moments versus the atomic number represents a general trend in the transition metal series
described by the Bethe–Slater curve: the exchange interaction J depends on the ratio of the
interatomic distance for the interacting electrons. The Bethe–Slater curve describes the change
of sign of J versus the atomic separation normalized to the d-electron radius. Since the ratio
of the interatomic distance and the d-electron radius decreases toward the lighter d elements,
a negative J (antiferromagnetic coupling) is found for less than half-filled bands, whereas a
positive J (ferromagnetic coupling) is determined for more than half-filled bands. Although
this argument is based on a localized picture, the experimental results for the relative orientation
of the Fe and the induced 5d spin moments confirm this simple picture. Since metallic layers
are investigated here, one can discuss the orientation of induced moment also in an itinerant
framework as shown, e.g. in [210]. Therefore, the Fe/5d hybridization has to be taken into
account: since the minority W 5d bands are energetically close to the minority Fe 3d bands,
a strong hybridization is found. This results in a shift of the W d bands towards smaller
energies. However, the majority Fe and W d bands are separated in energy and therefore less
hybridization is found for those bands. Hence, the shifted minority W d bands will be more
filled, which results in a net spin moment in W which is aligned antiparallel to the Fe moment.
Furthermore, the XMCD technique provides information on the induced orbital moment µL

and its relative orientation to the induced spin moment µS . This relative orientation can
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be directly determined from the integrated XMCD signal (see also section 2). If the XMCD
integral crosses the zero line an antiparallel orientation of µS and µL is found, whereas parallel
orientation is determined if the XMCD integral does not change the sign. Both for the W as well
as the Ir case, the XMCD integrals (dotted curves in figures 24(a) and (b)) do not cross the zero
line. Hence, a parallel orientation of the induced spin and orbital moments can be concluded
for W and Ir. These results can be compared to the expectations from the third Hund’s rule
in an atomic picture. In general, Hund’s rules are only applicable for purely atomic systems.
However, interestingly, the third Hund’s rule holds for various solids. This is not the case
for the induced magnetism in uranium metal where a breakdown of the third Hund’s rule is
predicted theoretically [257]. A similar breakdown is determined here for the case of W: in
an atomic picture the W 5d shell is less than half-filled. Therefore, an antiparallel orientation
of µS and µL would be expected from the third Hund’s rule and hence the XMCD integral
should change sign as indicated by the dashed line in figure 24(a). However, experimentally a
parallel orientation is found which is supported by recent calculations [208,210,256,258–260].
The experimental results are schematically presented in figure 24(c): the induced spin moment
µW

S in W is aligned antiparallel to the Fe µFe
S . The induced orbital moment µW

L is oriented
parallel to µW

S and hence is aligned antiparallel to the spin moment of Fe. In a simple atomic
picture these moments show the following interactions: (1) the direct interatomic exchange
between the Fe and W spins: JinterS

Fe
z SW

z , (2) the intraatomic spin–orbit interaction within W:
λintraS

W
z LW

z and (3) the interatomic spin–orbit interaction between the Fe spin and the W orbital
moment: λinter SFe

z LW
z . The dominating interaction (1) leads to the antiparallel orientation of

the tungsten and iron spins. The intraatomic spin–orbit interaction would favour an antiparallel
orientation of SW

z and LW
z according to the third Hund’s rule. Since experimentally a parallel

alignment is determined, the interatomic interaction (3) must be larger than interaction (2) as
depicted in figure 24(c). More advanced theoretical investigations for the layered Fe–W system
which go beyond this simple atomic picture are recently given, e.g. by Qian and Hübner [256]
and Tyer et al [208, 210]. In these theoretical works the influence of a large crystal field
splitting in W (Hübner and co-workers) and hybridization between Fe and W taking into
account the band-filling and geometrical effects (Tyer and co-workers) were studied. Our new
experimental results for layered structures can be compared to earlier experimental works on
Fe/5d alloys: surprisingly, an antiparallel orientation of the induced spin and orbital moments
µS and µL for both W as well as Ir is determined for alloys [76] whereas a parallel orientation
is found for the layered structures as indicated in the lower part of figure 25. The larger arrows
in this figure indicate the orientation of the induced spin moment and the smaller arrows
represent the alignment of the induced orbital moment with respect to the Fe spin moment
(↑: parallel to µFe

S , ↓: antiparallel to µFe
S ). This indicates that the induced magnetism in alloys

is different from the one in layered structures. Our first experimental investigation [206, 209]
of layered materials stimulated theoretical works in which the induced magnetism along the 5d
series at the interface to Fe was studied in detail for these structures [208, 210]. These results
indeed reproduce our experimental findings for layers: for Fe–W and Fe–Ir multilayers the
induced spin and orbital moments µ5d

S and µ5d
L couple parallel (Fe–W: ↓↓, Fe–Ir: ↑↑), whereas

antiparallel orientations are determined for alloys (Fe–W: ↓↑, Fe–Ir: ↑↓) in experiment [76]
and theory [261,262]. These results can be understood in the following way: in figure 26(a) the
atomic Hund’s rule values for the spin moments and the orbital moments across the transition
metal d series are presented. According to the third Hund’s the spin and orbital moments are
aligned antiparallel (parallel) for less (more) than half-filled shells. The form of the curves
for the spin moment and the orbital moment versus the d-count (figure 26(a)) [210] can be
compared to the ones calculated for 5d impurities in Fe (figure 26(b)) [261]. The S-like
curve determined for the 5d impurities stems from the hybridization effects discussed above,
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Figure 25. Schematic representation of the relative orientation of the induced spin moment µS to
the induced orbital moment µL for the 5d series determined experimentally for alloys and layered
structures (lower part). The experimental results can be compared to ab initio calculations for the
corresponding structures (impurities, layers) in the upper part [200]. The references are: Ebert
group, 1990, impurity [261]; Ebert group, 1997, impurity [262]; Tyer et al, 2003, layer [208,210];
Schütz group, 1993, alloys [76]; Wilhelm et al, 2001, layer [206].

leading to negative spin moments at the beginning of the series and positive ones at the end.
Interestingly, the orbital moment of the 5d impurities in Fe exhibits two nodes along the
5d series. As demonstrated by Ebert et al [261] the shape of this curve can be related to the
‘magnetic’ density of states, i.e. the difference n+(EF) − n−(EF) of the local spin-dependent
d density of states at the Fermi level. The specific shape of the orbital moment along the d series
has the consequence that in the regime between the two nodes (orbital moment negative), the
expectation for the relative orientation of the spin moment to the orbital moments according to
the third Hund’s rule is not fulfilled any more (marked in figure 26(b) and darker background
in figure 25). This appears as a breakdown of this rule if one stays in an atomic framework.
However, for the very beginning and the end of the 5d series the expectancy is met according to
this rule. Therefore, an antiparallel orientation of µ5d

S and µ5d
L is found for the light 5d elements

Hf and Ta, and a parallel orientation is determined for the heavy elements Pt and Au (lighter
background in figure 25). This behavior is similarly discussed for the 3d series in [263] where
the change in the relative alignment of µS and µL across the series is related to the ‘remnant’
of Hund’s rule. Remarkably, the recent calculations for the induced moments in 5d layered
structures reveal that the overall shapes of the induced spin and orbital moment curves along
the series stay the same as for the 5d impurities [210], however, the curves shift toward the
lighter 5d elements for the layers [208,209]. Therefore, the third Hund’s rule appears to break
down according to the calculations for the elements W, Re and Os for the layers whereas the
expectations according this rule are not fulfilled for the elements Re, Os and Ir in the case
of impurities. Thus, the differences between the layered structures and the impurities are
especially pronounced in the vicinity of the nodes of µ5d

L along the d series, which are exactly
located at the elements investigated here, namely W and Ir. These results demonstrate in which
way the interplay of experiment and theory provides new important insight into the induced
magnetism in 5d metals on a fundamental level. In a similar manner the induced magnetism
in 3d metals will be examined systematically in the next section.

5.2. Induced moments in light 3d transition metals

In this section the induced magnetism in the light 3d elements at the interface to Fe will be
discussed in detail. For this investigation trilayers were studied as schematically presented
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Figure 26. (a) Schematic atomic Hund’s rule values for spin moments (——) and orbital
magnetic moments (- - - -) across the transition metal d series (adapted from [210]). (b) Schematic
representation of magnetic spin moments (——) and orbital moments (- - - -) of 5d transition metal
impurities in Fe (adapted from [261]).

in figure 19. These trilayers are the smallest prototype of a magnetic multilayer where the
ferromagnetic films (Fe) are separated by layers consisting of light 3d elements. The in situ
preparation of these trilayers allows for a control of the growth in statu nascendi. We developed
a preparation recipe that provides sharp interfaces by minimizing the intermixing due to atomic
exchange processes [203]: first a bulk-like thick Fe buffer (∼100 Å) is evaporated on a Cu(100)
single crystal [201]. This Fe film exhibits a bcc(110) structure [264–267]. To flatten the
buffer the Fe film was softly annealed to 450 K. Then the sample was cooled back to room
temperature before the light 3d element was deposited on the buffer. This growth recipe
was established experimentally by scanning tunnelling microscopy [203] and theoretically
by means of molecular dynamics calculations which demonstrate that this procedure reduces
the atomic interface exchange processes [268]. To study the induced magnetism in the light
3d transition metals (TM) systematically the XMCD at the L2,3 edges of the light TM was
investigated. Similar to the case of the induced moments in 5d metals the induced moments in
the light 3d elements are quite small. In order to achieve the XMCD data with the necessary
statistics the measurements were carried out at the UE56/1-PGM undulator beamline [269] of
the BESSY II synchrotron radiation facility using the gap-scan technique (see section 3).
The experimental results are given in figure 27 together with the spectra for the heavy
3d ferromagnets Fe, Co and Ni. The metals Ti and V are nonmagnetic in their bulk whereas Cr
is an antiferromagnet. Hence, the XMCD signals presented in figure 27 originate from induced
moments in the cases of Ti and V, whereas uncompensated spins are probed for the 3 ML of Cr.
For a clearer representation of the systematics the sign of the XMCD spectra of Ti, V and Cr
was changed, as indicated by the negative enlargement factors. In the original data the main L3

signals for Ti, V and Cr are negative, while the one for Fe is positive. Therefore, the induced
moments in the light 3d layers are aligned antiparallel to Fe (figure 28). The same band-filling
arguments for the orientation of the induced moment in the 5d metal W (section 5.1) also hold
for the Ti and V cases presented here: the V minority d-band hybridizes with the majority
d-band of Fe. Thereby, the V minority band is pulled down in energy [270] as schematically
presented in figure 29. This results in an induced magnetic moment in V which is aligned
antiparallel to the Fe moment.

While traversing the 3d series from the heavier elements toward the lighter ones systematic
changes of the isotropic and the dichroic spectra can be identified: (i) the separation of the
L2,3 edges decreases. They are separated by about 17 eV for Ni which reduces to about 6 eV
in the case of Ti. (ii) There is a clear transfer of spectral weight in the isotropic spectra
from the L3 to the L2 edge. (iii) For the ferromagnets Fe, Co and Ni the XMCD signal of
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Figure 27. Normalized isotropic spectra (——) and corresponding XMCD spectra (- - - -) for the
light 3d transition metals in the upper panel in comparison to the heavy 3d ferromagnetic transition
metals Fe, Co and Ni in the lower panel [204] at the L2,3 edges. The XMCD spectra for the light
3d transition metals (TM) are obtained for Fe–TM–Fe(110) trilayers, whereas the Fe, Co and Ni
spectra are recorded for bulk-like films on Cu(100). The direction of the magnetization for the
light 3d metals is defined with respect to the one of Fe in the trilayer. For a clearer presentation of
the systematics, the sign of the Ti, V and Cr XMCD spectra was changed (please note the negative
enlargement factors).

e

N

Figure 28. (a) Schematic representation of a prototype Fe–V–Fe(110) trilayer on a Cu(100)
substrate. The bold arrows indicate the direction of the total Fe and V moments, respectively.
The element specificity of the x-ray absorption technique allows for the disentanglement of the
magnetism of the individual layers: (b) normalized XAS for right (µ+) and left (µ−) circularly
polarized x-rays (top) and the corresponding XMCD at the V and Fe L2,3 edges of a Fe–V4–Fe
trilayer [200, 202]. For a clearer representation, the V XMCD was multiplied by a factor 15.
The positive XMCD signal at the V L3 edge in contrast to the negative one at the Fe L3 edge
(see arrows) reveals that the induced moment in V is aligned antiparallel to the one of Fe.

each edge is basically symmetric, whereas already for the case of Cr an asymmetry of the
L3 edge XMCD can be determined. This asymmetry becomes more pronounced for V and
Ti and a double peak structure appears at the L3 edge. The explanations for these changes
are: (i) the spin–orbit splitting of the core states reduces. This indicates a strong overlap of
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Figure 29. Schematic representation of the 3d spin-dependent density of states (DOS) for the
heavy 3d elements (Fe, Co and Ni) in comparison to the DOS of the light 3d elements (Ti, V) at
the interface to a 3d ferromagnet. The splitting of the light 3d bands is due to hybridization at the
interface with the bands of the heavy 3d ferromagnet.

the L2,3 contributions for Ti. This complicates the application of the spin sum rule, where
these two contributions must be disentangled. (ii) The spin–orbit splitting in the initial states
decreases until it is in the same range as the core hole correlation energies. This results
in a mixing of the initial states which was analysed in various experimental and theoretical
works [73, 109, 112, 113, 271]. As will be discussed later, these core hole effects are also
responsible for the failure of the spin sum rule for the light 3d elements. (iii) For Fe, Co
and Ni the majority spin-band is almost or completely filled because of the large exchange
splitting of the spin-dependent bands, whereas the Ti and V bands are less than half-filled
and present only a small exchange splitting as schematically presented in figure 29. Since
the majority band is mostly filled for the heavy 3d elements the difference of the absorption
coefficients for right and left circularly polarized x-rays is basically symmetric. This is because
the XMCD signal is related to the difference of the spin-dependent empty density of states.
Consequently, the XMCD difference becomes asymmetric for the light 3d elements, which is
also the reason for the small asymmetry in the W XMCD (figure 24). However, this simplified
picture neglects the effective exchange field splittings of the initial 2p and final 3d sublevels
which are necessary for a more accurate description of the XMCD signal as discussed, e.g.
in [53, 74, 272]. Unfortunately, a comprehensive theory for the dichroic spectra that includes
these core hole correlation effects for metals is still missing. Therefore, we established a
simple double-pole approximation within the framework of the TDDFT [73]. This double-
pole model describes correctly the spectral shape of the isotropic XAS and consequently the
dependence of the spectral L2,3 intensity ratio (branching ratio) on the atomic number of the
element analysed. Since the atomic number is correlated with the number of d-holes Nh and
the spin–orbit splitting of the initial 2p1/2 and 2p3/2 states, the double-pole approximation
allows us to relate the failure of the sum rules with these properties. As a result, the correlation
energies can be given [73] following the procedure presented in [115]. These results can be
applied to test various theoretical approximations for the exchange correlation functional fxc.
Together with the XMCD spectra of high quality (signal-to-noise ratio about 180) presented
in figure 27 they can be used as references.

The induced magnetism will now be discussed using the Fe–V–Fe system as an example
(see figure 28). There are various open questions in the literature that will be addressed here:
conflicting results exist concerning the range of the polarization in V. Earlier experimental
works for Fe–V multilayers determined a long-range polarization, i.e. a sizable induced
moment in V was found for layers 4 ML away from the interface to Fe. This phenomenon was



Recent advances in x-ray absorption spectroscopy 2149

V thickness n (ML)

n
(

)
µ B

. M
L

µ V

0 2 4 6 8 10
0.0

0.5

1.0

1.5

2µInt

µi
i=2

n-1

interface:

inner layers:

(a) (b)
V

L3

L2

N
o

rm
. 

X
M

C
D

 (
a

rb
.u

n
its

)

Photon energy (eV)
512 520 528 536

-0.2

-0.1

0.0

0.1

0.2

0.3

Fe−V8−Fe (110)
Fe−V4−Fe (110)
Fe−V2−Fe (110)
Fe−V1−Fe (110)

Figure 30. (a) Thickness dependence of the V L2,3 XMCD for Fe–Vn–Fe(110) trilayers with
n = 1, 2, 4 and 8 ML. (b) Average total V moment µ̄V times the V thickness n as a function of n.
This product µ̄Vn saturates above n = 3 ML, indicating a short-range polarization [200, 202].

attributed to a ‘transient ferromagnetic state’ of vanadium [194, 195]. In contrast, theoretical
works revealed only a short-range polarization [188, 192]. Connected with this conflict is
the question about the size of the induced spin and orbital moments at the interface to Fe. To
solve these questions a thickness-dependent XMCD study was carried out for various trilayers.
The V thickness was varied in the range of 1–8 ML. For these thicknesses the Fe films couple
ferromagnetically by the interlayer exchange coupling and the temperature dependence of this
coupling is studied in [273]. The experimental results are given in figure 30. The edge jumps
of the isotropic spectra, that correspond to the XMCD spectra presented in figure 30(a), are
normalized to unity as it is done for the spectra for the Fe–V4–Fe trilayer in figure 28(b).
Therefore, the XMCD intensities are a direct measure of the average V moment µ̄V per atom
in the entire layer. If all the layers exhibit the same moment then the XMCD intensities
would be equal for all the trilayers probed. This is obviously not the case as it can be seen
from the decrease of the XMCD signals for larger V thicknesses shown in figure 30(a). This
demonstrates that µ̄V strongly decreases for the samples with thicker V layers. Hence, similar
to the magnetic moment profile given in figure 22 of section 5.1 the largest induced moment is
found directly at the interface to the ferromagnet and a decrease of this induced moment is
determined for the inner layers. Furthermore, the XMCD line shape is basically the same for
all the trilayers since the XMCD signals can be scaled on to each other. This allows for a
quantitative analysis of the range of the polarization without applying the sum rule analysis.
When the XMCD spectra in figure 30(a) for the Fe–V2–Fe system are compared with the
Fe–V4–Fe one, a decrease of the XMCD intensity by about a factor of two is determined for
the thicker V layer. This demonstrates that the two additional layers hardly show an induced
moment. Similarly, a reduction by a factor of two is found when the intensities for the trilayer
with a vanadium thickness of 4 ML are compared to the 8 ML system. This is already a strong
indication that the induced moment is basically located directly at the interface to Fe. The
large signal for one layer of V is because it is in contact with the polarizing Fe layers from both
sides. For a more detailed analysis, the product of the number of layers n with the average
moment µ̄V is plotted versus the number of layers in figure 30(b). It will be discussed later
how the absolute moments can be given for nµ̄V. Here, it is sufficient to discuss the relative
changes of nµ̄V which can be calculated from the number of layers times the integral XMCD
intensity at the L3 edge. If all V layers carry the same moment a straight line would be expected
as indicated by the dashed line in figure 30(b). However, experimentally, a quickly saturated
curve is found, as shown by the solid line. Saturation is reached already for about three atomic
layers, which shows that the dominant signal originates from the two interface layers and only
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Figure 31. (a) Vanadium total magnetic moment profile (light bars) determined from the thickness-
dependent study of the prototype Fe–Vn–Fe(110) trilayers with n = 1, 2, 3, 4, 6, 8. The errors of
the V moments are ±15%. The dark bars represent the Fe moment in schematic form to visualize
the antiparallel orientation of the Fe moment to the induced V moment [200].

a minor contribution is due to the inner layers (see arrows in figure 30(b)):

µ̄Vn = 2µInt +
n−1∑
i=2

µi. (15)

Hence, a short-range polarization can be concluded from these experiments in accordance with
theoretical predictions [188, 192]. A magnetic moment profile is determined under the same
assumptions made in section 5.1 for the construction of the Ni–Pt profile. It is assumed that
the induced moment only depends on the distance of the V layer from the (sharp) interface.
With this model, the solid line in figure 30(b) is fitted. From this fit the profile presented in
figure 31 can be determined. The layer-resolved V moments are given by the lighter bars.
A profile for the Fe layers could not be determined because a bulk-like Fe buffer was used to
polarize the V layers. If thinner Fe layers on the Cu(100) substrate were used, these films would
be structurally and magnetically different (face-centred tetragonal (fct) structure) compared
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Figure 32. (a) Experimental XMCD integrals at the V and Fe L2,3 edges for a Fe0.9V0.1 alloy [200]
which are used for the standard XMCD sum rule analysis. (b) Result of the multiple-moment
analysis (MMA) (· · · · · ·) of the experimental XMCD data (——) for the Fe0.9V0.1 alloy. The
MMA results are compared to ab initio calculations (- - - -) [201].

to the Fe(110) structure of the thick buffer. To indicate the antiparallel alignment of the
induced V moments, the positive dark bars represent the Fe moments. The Fe moments are
reduced at the interface, compared to the bulk Fe moments as it was determined in various
works for multilayers [199, 274–276] and for Fe films on a V single crystal [277]. The
V moment profile shown in figure 31 clearly reveals that the induced moment is basically
located at the interface, which demonstrates the short-range character of the polarization. This
solves the inconsistencies between earlier theoretical and experimental works by supporting the
theoretical results. The long-range polarization determined in the earlier experimental works
for multilayered structures [194, 195] might be due to stronger interdiffusion at the interface
because of the higher deposition temperature (570 K) used for the preparation of the multilayers.
This highlights the need for a controllable growth procedure which was applied here, where
the deposition temperature was 300 K only. To verify the effect of the deposition temperature
on the range and the size of the polarization we also evaporated the V film at an elevated
temperature (600 K) on the Fe buffer [203]. Indeed, an apparent long-range polarization could
be falsely determined for these trilayers. In fact, this long-range polarization is only ostensible
because sharp interfaces are assumed in the analysis although alloying is found at the interface
at elevated temperature [203, 276, 278, 279].

Now, it will be discussed in which way absolute magnetic moments can be given for the
V layers. It emerges that the standard analysis either by using the sum rules in their integral
form or by fitting the spectral shape of the XMCD spectra with the multiple-moment analysis
(MMA) [280] fails. To test this, a Fe0.9V0.1 alloy was investigated as a reference sample
(for details of the sample preparation see [201]). The induced moment in V for this alloy is
known from a polarized neutron study (PNS) [281]. Our experimental spectra for this alloy
are given in figure 32(b). First, the applicability of the integral sum rule analysis is to be
tested. The corresponding integrals which should be proportional to µS and µL are presented
in figure 32(a) for V as well as for Fe. For Fe the integral which is proportional to µL (dotted
line) does not cross the zero line. Thus, a parallel alignment of µFe

L and µFe
S can be concluded

which results in gFe > 2 (see equation (12)). To determine the spin moment, the contributions
of the L2,3 edges have to be separated. This procedure is straight forward for the case of Fe
and leads to the integral presented by the solid line in figure 32(a). From this integral sum rule
analysis the Fe moments given in table 2 are calculated. The XMCD results for Fe are in fair
agreement with the ones of the PNS. However, this is not the case for the V moments. Due
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Table 2. Spin and orbital moments of V and Fe for the Fe0.9V0.1 alloy calculated by theory and
apparently obtained by XMCD by the sum rules [201]. The total magnetic moments are presented
together with the ones obtained by PNS [281]. The V XMCD values (brackets) strongly deviate
from theory and PNS, and cannot be taken as final results (see text). The errors for the Fe moments
as determined from the XMCD results are ±10%.

V Fe

XMCD PNS Theory XMCD PNS Theory
Fe0.9V0.1

(µB/atom)

µ3d
S (−0.20) — −1.01 2.09 — 2.22

µ3d
L (0.016) — 0.020 0.093 — 0.053

µ3d
tot (−0.18) −1.07 −0.99 2.18 2.23 2.27

to the reduced spin–orbit splitting of the initial 2p1/2 and 2p3/2 states, the separation of the
L2,3 edges is smaller for V in comparison to Fe (see figure 27). Therefore, a much stronger
overlap of the XMCD contributions from the L3 and L2 edge is observed. The analysis of the
relative orientation of µV

L and µV
S is still valid because the contributions of the V L2,3 edges

do not have to be separated. The integral being proportional to µV
L clearly crosses the zero

line as shown in figure 32(a). Consequently, an antiparallel orientation of the induced µV
S and

µV
L can be determined and gV < 2. This is the reason for the larger g-factor for the entire

sample determined by FMR measurements for Fe–V multilayers [197,198,282] in comparison
to the element specific XMCD results [199]. The orbital moment µV

L for V is aligned parallel
to the Fe orbital moment as depicted in figure 19. This is because (i) the induced spin moment
µV

S in V is aligned antiparallel to the Fe spin moment µFe
S and (ii) gV < 2 is determined for V

whereas gFe > 2 is found for Fe. Therefore, the Fe and V orbital moments add up, whereas
the spin moments cancel each other. Hence, the effective g-factor geff [198] determined from
FMR measurements is larger.

The strong overlap of the L2,3 edges for V, hinders the quantitative analysis of the spin
moment using the sum rules because these contributions must be separated. This ambiguity
becomes obvious when investigating the solid line for V in figure 32(a). The uncertainty where
to set the border between the L3 and the L2 edge contribution, leads to errors in the application
of the spin sum rule. Furthermore, the smaller spin–orbit splitting in the initial states for V
in comparison to Fe is in the range of the core hole interaction. Therefore, the initial 2p1/2

and 2p3/2 states mix and the quantum numbers j, mj cannot be used to characterize the states.
This is the origin of the shift of the spectral weight from the L3 to the L2 edge in the isotropic
data as can be seen for the lighter 3d elements in figure 27. The result is the deviation of
the branching ratio from its statistical value for the light 3d elements [73, 109, 112, 113, 271].
Consequently, the single-particle approximation used for the derivation of the magneto-optical
sum rules breaks down leading to a failure, especially, of the spin sum rule. However, for the
orbital sum rule the entire XMCD spectrum is integrated and therefore the determination
of the orbital moment is expected to be less affected by the core hole effects, as discussed
in theoretical works [283, 284]. The dramatic effect of the core hole interaction becomes
obvious when inspecting the values of the sum rule analysis from the integrals shown in
figure 32(a) which are listed in table 2. It turns out that the spin moment µV

S determined
from the sum rule analysis differs by about 80% with respect to the PNS, whereas the orbital
sum rule seems to be less influenced. Interestingly, despite these difficulties one can find
applications of the sum rule analysis to determine the V moments in the literature, e.g. for
XRMS experiments [285]. Another drawback of the integral sum rule analysis is the neglect
of the detailed fine structure in the V XMCD spectra. Therefore, one might argue that a fitting
procedure could be more reliable if the spectral shape of the spectra is fitted. The MMA is
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such a fitting procedure (for details see [280]). This type of analysis is also derived from
an independent-particle model and is therefore likely to fail for the light 3d elements if the
core hole interaction is not taken into account [280, 286]. Surprisingly, this procedure was
used for the analysis of Cr and V moments in recent works [287–289]. Therefore, we tested
the multiple-moment analysis for our experimental results in the following way: usually, the
experimental data are fitted by applying the MMA procedure with numerous free parameters
(spin moment, orbital moment, number of d holes, effective exchange field, lifetime broadening
at the L3 and L2 edges). Here, we employed a different approach by using the results of an
ab initio calculation [201] for the MMA procedure. Therefore, two theoretical approaches are
compared. The ab initio calculation which makes use of a fully relativistic SPR-KKR Green’s
function method will be discussed in detail later. In figure 32(b) the experimental XMCD data
(solid line) are shown together with this ab initio calculation [201] (dashed line). It turns out
that the SPR-KKR calculation reproduces all the fine structures of the experimental XMCD
spectra. Hence, it is reasonable to simulate the spectra with the MMA approach by taking the
values from the SPR-KKR calculation for the properties that enter into the MMA [73, 201].
The result is presented in figure 32(b) (dotted line). Interestingly, the general trend for the
asymmetry of the XMCD signal at the L3 edge can be modelled with the MMA procedure.
However, the MMA analysis yields a symmetric contribution at the L2 edge whereas in the
experiment and in the ab initio calculation a clear asymmetry can be detected. Furthermore,
the L2 contribution in the MMA analysis is located at a photon energy which is about 2 eV too
large with respect to the experimental result. This demonstrates that the SPR-KKR calculation
accurately takes band structure effects into account which cannot be modelled within the atomic
framework of the MMA analysis. Therefore, the two standard procedures (sum rule and MMA
analysis) fail to determine magnetic moments from the XMCD spectra for V. To overcome
this difficulty the magnetic ground state properties are determined by the help of the ab initio
calculation (for details of the SPR-KKR method see [53,104,105,201]). The advantage of these
calculations is that both the magnetic ground state properties and the corresponding isotropic
and dichroic absorption spectra are calculated. Therefore, the detailed information in the fine
structure of the absorption spectra can be compared for theory and experiment which is not the
case when applying the integral sum rule analysis where this information is neglected. The
result of the ab initio calculation is presented together with the experiment in figure 33(a) for V.
The corresponding calculated spin-resolved unoccupied d density of states (DOS) are shown
in figure 33(b). Interestingly, the spin-up and spin-down DOS do not exhibit pronounced fine
structures, only the difference of the two does. Hence, the connection of the spectral shape of
the XMCD spectra with this difference makes the XMCD technique a versatile tool to detect
even small fine structures in the DOS itself. Since core hole correlation effects are not included
in the calculation the deviation of the branching ratio from its statistical value as seen in the
isotropic experimental data (top) cannot be reproduced by the theory. However, even in the
isotropic data a broad satellite structure labelled A is also detected in the calculation (see inset
of figure 33(a). Since this structure is located at 532 eV in the vicinity of the oxygen K edge it
could have been falsely related to an oxygen contamination in the experiment. Fortunately, the
SPR-KKR calculation reveals that this fine structure originates from fine structures in the V
band structure, namely a van Hove singularity at the N point of the bcc Brillouin zone [201].
Turning to the dichroic spectra it becomes obvious that basically all the detailed fine structures
are described by the theory. The asymmetric contributions at the L3 edge (labelled B) and the
L2 edge (labelled C) match the experiment. Even the small oscillatory fine structures marked
with D at photon energies larger than the L2 absorption edge follow the spectral distribution
in the experiment. Only the feature labelled E in the pre-edge regime is not reproduced by
the theory which reveals that it might stem from a multiplet structure. The good agreement
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Figure 33. (a) Comparison of the experimental XAS and the corresponding XMCD at the V
L2,3 edges of a Fe0.9V0.1 alloy (——) to ab initio calculations (- - - -) [200, 201]. (b) Spin-
dependent density of unoccupied d states of V for the Fe0.9V0.1 alloy. The zero energy corresponds
to the Fermi level.

between theory and experiment allows for the adoption of the spin and orbital moments from
the fully relativistic calculation to the experiment. The theoretical results given in table 2
have been corrected for the magnetic dipole term Tz (for details see [201]) which enters into
the determination of the spin moment as described in section 2. The comparison of µS and
µL for Fe as determined from the experiment (XMCD sum rule analysis) and the theory
demonstrates that the calculation is in good agreement with the experiment for the heavier
3d element Fe. In contrast, the deviation of these values for V from the XMCD spectra with
respect to the theory highlights the breakdown of the spin sum rule for the lighter 3d element
V as discussed above. If one compares the experimental XMCD spectra of the Fe0.9V0.1 alloy
(figure 33(a)) to the ones of the layered structures (figure 30) it turns out that the XMCD
spectra exhibit the same fine structure and can therefore be scaled onto each other. This fact
and the agreement of the SPR-KKR calculation for the Fe0.9V0.1 alloy with the experimental
spectra establishes this alloy as an experimental standard for this specific itinerant system1.
This procedure is justified because in the vicinity of the absorption edge the fine structures
of XMCD are similar to the ones calculated in an atomic framework (see, e.g. spectra for V
ions in [290]). However, the fine structures in the more extended energy range are related to
band-structure effects which cannot be modelled by the atomic calculations. Therefore, the
experimental standard is used here. As discussed above, the induced moment in V for the
layered structure is basically found at the interface. Hence, the local environment of these V
atoms is akin to the one of the alloy which is one reason for the similarity of the V XMCD
spectra of the two systems. With the help of this standard the spin and orbital moments can be
deduced for the layered structures. With this scaling procedure the absolute V moments can
be provided for the trilayer structures and multilayered structures investigated earlier [199].
Examples are given in table 3. The induced spin moment per atom (corrected for Tz [201])
for the trilayer is µS(trilayer) = −0.57µB which is nearly a factor of two smaller, compared
to the multilayer with the same V thickness for which µS(multilayer) = −0.93µB was found.

1 However, for more localized systems like oxides a different standard must be used because of different core hole
effects.
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Table 3. Spin-, orbital- and total-moment for vanadium in the Fe0.9V0.1 alloy [201], a Fe–V2–
Fe(110) trilayer [200,202] and a (Fe4–V2)60 superlattice [199] as deduced by scaling to the reference
sample [201].

Alloy Trilayer Multilayer
Fe0.9V0.1 Fe–V2–Fe(110) (Fe4–V2)60

(µB per atom) (exp. standard) (scaled) (scaled)

µ3d
S −1.01(15) −0.57(8) −0.93(15)

µ3d
L 0.020(10) 0.025(12) 0.015(7)

µ3d
tot −0.99(15) −0.54(8) −0.91(15)
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Figure 34. The ratio µFe
L /µFe

S for Fe (•) in three multilayers and a bulk reference sample [199].
The ratios µFe+V

L /µFe+V
S for the samples (◦) are deduced by FMR [197, 282].

This again supports the finding of interdiffusion at the Fe–V interface for the multilayers as
aforementioned which is an intrinsic difficulty of the multilayer preparation itself. For the
multilayer a total magnetic moment of µtot(multilayer) = 0.91(15) µB is determined from
the V XMCD spectra [201]. This value is in good agreement with the one we determined by
means of a combined Fe XMCD and VSM investigation on the identical sample [199] which
yielded µtot(multilayer) = 1.06(15)µB. This demonstrates that the procedure applied here
works reasonably well in order to determine the V moments from the V XMCD by the help of
ab initio calculations and of an experimental standard. The induced orbital moment is aligned
antiparallel to the induced spin moment for all the cases as listed in table 3 and presented by the
negative ratio µL/µS for V in figure 34 for the Fe4V2 sample. In relation to the spin moment,
the orbital moment is largest for the trilayer and consequently the calculated g-factor for V (see
equation (12)) ranges from 1.91 for the trilayer to 1.96 for the alloy and 1.97 for the multilayer.
The quantitative results of the element specific investigation of the multilayers by means of
the XMCD technique [199, 201] can be compared to FMR investigations of the identical
samples [197, 198, 282]. The results are given in figure 34. As discussed above, the FMR
technique measures an effective g-factor of the entire sample geff(Fe + V) which is connected
to the averaged ratio µFe+V

L /µFe+V
S [198]. This is because the total magnetization originating

from the Fe and V layers precesses when interacting with the microwave field and the static
magnetic field in the FMR measurements (see, e.g. [198, 291]). The element specific results
presented above reveal that the orbital moments of Fe and V are aligned parallel whereas an
antiparallel orientation of the spin moments is obtained. Therefore, a larger ratio µFe+V

L /µFe+V
S

is expected to be determined from the non-element-specific technique (FMR) compared to the
ratio µFe

L /µFe
S from the XMCD technique. This is indeed found as shown in figure 34. For
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Figure 35. Normalized XAS (above) and XMCD spectra (below) for the light 3d TM’s Ti, V
and Cr at the L2,3 edges: (——) experimental data versus (- - - -) ab initio calculations [205].
The experimental data have been corrected corresponding to measurements with 100% circularly
polarized light with the k-vector parallel to the magnetization. Note that scaling factors between
theory and experiment as well as between the XAS and XMCD intensities do not exist.

the Fe4–V4 and Fe2–V5 multilayers the FMR results are larger than the ones determined from
the XMCD measurements because of the induced moments in V. Furthermore, one can make
out an increase of µL/µS with decreasing Fe thickness from both the FMR and the XMCD
investigations. This trend is also supported by recent calculations [278]. The origin of the
enhancement of µL/µS is the unquenching of the orbital moment due to the lowering of the
symmetry at the Fe–V interface as has been seen in other experimental works for different
samples [247, 292].

Now, we turn back to the systematic investigation of the line shape of the XMCD spectra
for the light 3d elements Ti, V and Cr (figure 27). The magnetic moments for the Ti and Cr were
determined in the same way as described above for V. The experimental XMCD spectra are
compared to ab initio calculations which provide the absolute moments and the corresponding
fine structure. The results are presented in figure 35. For a clearer representation of the
systematics, the experimental and theoretical results for the Fe0.9V0.1 alloy are plotted together
with the spectra for Fe–Ti–Fe(110) and Fe–Cr–Fe(110) trilayers [205]. A TiFe2 compound
was used for the theoretical modelling. It turned out that this is the most reasonable description
because the experiments revealed that the Ti XMCD signal is independent of the deposited Ti
film thickness up to a thickness of 15 Å. This suggests that a TiFe2 structure is formed as it
has been also determined for Fe–Ti multilayers [293]. To model the Cr spectra an Fe0.9Cr0.1

alloy was utilized to account for some intermixing at the interfaces [205]. As can be seen in
figure 35, basically all the fine structures in the experimental XMCD spectra are reproduced
by theory. This good agreement justifies the use of the absolute moments from the calculations
to determine the magnetic ground state properties from the experimental results for Ti and V
(table 4). For Cr a moment of about −0.6µB is determined from the experiment by scaling to the
theoretical spectra. This value is in agreement with the one determined in earlier investigations
for trilayers by Idzerda et al [294]. For comparison the results of the sum rule application to
the experimental data are also given in table 4. For all the cases the spin sum rule yields values
which are much too small with respect to the theory. This again demonstrates the breakdown
of this sum rule because of the core hole interaction for the light 3d elements, as was discussed
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Table 4. Spin and orbital magnetic moments as calculated by ab initio theory corresponding to the
theoretical XAS and XMCD spectra in figure 35 [205]. The apparent magnetic moments derived
by the application of the sum rules to the experimental data are given for comparison. The spin
sum rule results clearly underestimate the spin moments revealing the breakdown of this standard
analysis procedure.

Experiment
apparent moments
(sum rule)Theory

µS/µB µL/µB µS/µB µL/µB

Ti (TiFe2) −0.70 0.014 −0.17 0.069
V (Fe0.9V0.1) −1.01 0.020 −0.20 0.016
Cr (Fe0.9Cr0.1) −0.95 0.014 — —
Cr (Fe–Cr3–Fe) — — −0.28 0.011

above in detail for V. For Ti and V the spin sum rule results differ by about a factor of 4–5.
Interestingly, for the Cr spin moment the sum rule result (−0.28µB) deviates by about a factor
of 2 with respect to the scaled theoretical value (−0.6µB, see above). This shows that the
application of the sum rules becomes justified for the heavier elements as it was determined in
earlier experimental investigations for Fe and Co [80] and in atomic calculations for Mn, Fe,
Co and Ni ions [82]. Despite the drawbacks of the sum rule application the relative orientation
of the orbital moment to the spin moment can be correctly determined. In agreement with the
theory an antiparallel alignment is found for the three elements as shown in table 4. However,
detailed analysis also reveals clear deviations of the theoretical values for the orbital moments
with respect to the sum rule results. Hence, the sign of the moments can be determined by the
standard analysis with the integral sum rules whereas the quantitative analysis breaks down.

5.3. XMCD of rare earth metals: Tb

In the preceding sections the induced magnetism in 5d and light 3d metals at the interface
to ferromagnets was studied. Now, we turn to a different form of induced magnetism, i.e.
within the same element: in rare earth metals the localized 4f moments polarize the electrons
of the 5d conduction band which causes the ordering of 4f moments. In various studies
at the L2,3 edges of rare earth compounds the possible appearance of electric quadrupolar
transitions (E2: 2p → 4f) in addition to electric dipolar contributions (E1: 2p → 5d) was
discussed for XMCD investigations [216–224,295–298], for resonant inelastic x-ray scattering
measurements [299,300] and for XRMS studies [301–303]. Hence, one encounters the general
possibility to study both the 4f and the 5d magnetism at the L2,3 edges. Surprisingly, in other
studies no indications for an E2 contribution to the L2 edge XMCD were found for various
rare earth ions [304]. Unfortunately, the earlier investigations have been mostly carried out
for rare earth compounds which exhibit a complicated electronic structure because of various
many-body interactions. The pioneering XMCD studies by Schütz et al [96] have indeed been
carried out for single-element rare earth metal foils. However, because of the performance of
the synchrotron radiation facilities at that time the detailed fine structures in the XMCD could
not be resolved clearly (figure 8(a)). A further difficulty in the L2,3 edge XMCD analysis
is the strong spin dependence and energy dependence of the E1 transition matrix elements.
However, the effect of this spin dependence on the applicability of the sum rule analysis has
not yet been studied. Therefore, the fundamental questions that will be addressed here are the
following: What is the spectral shape of the E1 and E2 contributions in the L2,3 edge XMCD?
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Figure 36. Normalized Tb absorption (up) and XMCD (bottom) spectra [97] at 10 K and 7 T.
Possible quadrupolar transitions (2p → 4f) are marked with arrows (E2).

How can these contributions be disentangled? What is the influence of the spin-dependence
of the E1 transition matrix elements on the spectral shape of the XMCD spectra? How can
this effect be corrected in the sum rule analysis?

The measurements presented here have been carried out using a Tb single crystal. The
small static disorder of a single crystal helps to analyse the fine structures in the XMCD
spectra, as for example the onset of the magnetic EXAFS oscillations (see section 5.4) that
are also detectable in the near-edge regime. The data have been taken at the ESRF beamline
ID12 at 10 K using the fluorescence yield detection mode [97]. At this temperature Tb is in the
ferromagnetic state. The data have been corrected for self-absorption effects according to [248].
The Tb single crystal was mounted at normal incidence to the x-rays with the c-axis parallel to
the photon k-vector. The XMCD signal was achieved consecutively by flipping the magnetic
field of 7 T which was applied along the photon k-vector and by reversing the helicity of the
x-rays. It was assured that the sample was magnetically saturated by investigating the field
dependence of the magnetization M(H). The experimental results for the helicity-dependent
x-ray absorption coefficients at 10 K and the corresponding XMCD spectra are presented at the
upper and lower part of figure 36, respectively. Although, a difference can hardly be made out
by eye between the x-ray absorption coefficients for right and left circularly polarized x-rays
µ+(E) and µ−(E), various fine structures can be identified in the XMCD spectra which are
nearly free of noise. In the pre-edge regime sharp features are resolved (marked by arrows)
which exhibit a different sign than the corresponding main signals. It will be shown later that
these structures can be assigned to the E2 transitions. The main XMCD signal at the L3 edge is
mostly positive whereas the L2 edge signal is mostly negative. This main signal at the L2 edge
exhibits a pronounced shoulder which is located about 5 eV above the absorption edge. The
resolution of this fine structure clearly reveals the improvement of the quality of the XMCD
data by the use of a single-element single crystal investigated at a third generation synchrotron
radiation facility since this structure could not be detected in earlier investigations [296].
Furthermore, the magnetic EXAFS oscillations in the onset of the extended energy range can
be identified. At first glance the signs of the E1 and the E2 contributions are quite surprising.
The reason for the negative sign of the quadrupolar contribution at the L3 edge can be given in a
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simple picture: the ‘+’ polarization excites the photoelectron to the majority band whereas the
‘−’ polarization promotes the electron to the minority band (figure 4). The quadrupolar signal
at the L3 edge is proportional to the difference of the majority and minority states. Since all
the majority 4f states are occupied, one expects a negative quadrupolar XMCD contribution at
the L3 edge which is indeed found in the experimental spectra. Due to the stronger Coulomb
interaction of the 4f states with the core hole this E2 contribution appears in the pre-edge
regime [218]. However, if this simple picture is used to discuss the sign of the E1 contribution
one yields results which are at odds [83] with total magnetization measurements. Since the E1
signal is mostly positive, one would falsely conclude that the induced 5d moment is aligned
antiparallel to the 4f moment. To see this conflict the total moment of Tb of 9.34µB [305]
must be discussed. In an atomic framework (Hund’s rules) the spin contribution from the eight
4f electrons is +6.0µB, and the orbital contribution is at most +3.0µB. Thus the remainder is
attributed to the 5d spin moment, which must be positive and larger than +0.3µB, and therefore
is aligned parallel to the 4f spin moment, as it is similarly discussed for Gd [213, 214]. The
same conflict is found when applying the integral sum rule analysis to the experimental spectra.
The origin of this apparent inconsistency is the spin dependence of the E1 transition matrix
elements. Therefore, the assumption that the XMCD signal represents the spin-dependent DOS

µ ∝ ρ↑ −ρ↓ as it has been done in the pioneering rare earth XMCD works [96] is not correct
for the L2,3 edge XMCD for rare earth metals. One rather has to take the spin-dependent dipole
matrix elements µ↑ and µ↓ into account [83] and therefore 
µ ≈ [µ↑ρ↑ − µ↓ρ↓]/4 [51].
The reason for this dramatic effect lies in the exchange potential of the 4f electrons which is
attractive for spin-up and repulsive for spin-down electrons [219]. Hence, the 5d spin-up radial
wave function tends to be pulled in (compressed) while the 5d spin-down radial function is
pushed out, which results in a larger dipole matrix element for spin-up electrons, i.e. µ↑ > µ↓.
Due to this spin dependence, the XMCD spectra do not simply reflect the profile of the spin
DOS ρ↑ −ρ↓ as it is often assumed. Hence, the determination of spin and orbital moments by
applying the original integral sum rules to rare earth elements yield questionable results [297].
The discussion above reveals that two steps have to be carried out in order to determine the
5d moments from the experimental L2,3 spectra for rare earth metals: (1) the E1 contributions
must be disentangled from the E2 ones. (2) The spin dependence of the transition matrix
elements must be included in the sum rule analysis of the E1 contribution.

Concerning point (1) the angular dependence of the XMCD experimental spectra was
studied in detail in earlier works because the E1 and E2 contributions exhibit different angular
dependencies (see, e.g. [220, 222, 224, 298]). Unfortunately, for all investigated angles an
overlap of these contributions is determined. Hence, a separation of the dipolar and quadrupolar
contributions using this method is not straight forward. Therefore, we applied a different
approach here. It is the advantage of theoretical calculations that certain mechanisms can
be switched on and off easily (e.g. the quadrupolar and dipolar transitions). To carry out
these calculations we used a real space Green’s function approach, which is implemented in
the FEFF8 code [91]. The E1 and E2 contributions were calculated separately and are compared
to the experimental XMCD in figure 37. Because of the narrowness of the 4f bands the default
atomic configuration was redefined to the ‘solid state’ configurations instead of using the atomic
configurations to help convergence. In order to reproduce the peak separation the Dirac–Harra
self-energy was used. Since the FEFF code is not self-consistent with respect to spin-density,
the theoretical results had to be scaled down to match the experimental data. However, the
line shape of the calculated E1 and E2 contributions nicely reproduce the experimental data.
This confirms that the sharp features in the pre-edge regime indeed stem from the electric
quadrupolar transitions (dotted lines in figure 37) whereas the main signals at both edges are
due to the electric dipolar transitions (dashed lines). Furthermore, the calculations reveal that
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Figure 37. Comparison of experimental (——) and theoretical XMCD spectra (FEFF) at Tb L3
(left) and L2 (right) edges: dipolar (- - - -) and quadrupolar (· · · · · ·) contributions [97].

Figure 38. Density of states for spin-up (——) and spin-down (- - - -) electrons in Tb using the
FEFF8 code [83]. The asymmetry parameter a (· · · · · ·) characterizes the difference from unity of
the ratio between spin-up and spin-down matrix elements (equation (16)). The zero of the energy
is the Fermi level EF.

the dipolar contribution exhibits a derivative-like line shape of the isotropic XAS spectra [296].
This allowed us to establish a procedure to disentangle the E1 and E2 contributions directly
from the experimental data as it is presented in detail in [97].

After separating these two structures (E1, E2) in the experiment, the spin dependence of the
E1 transition matrix elements has to be taken into account in order to determine the 5d moment.
If this dependence is ignored the result of the standard integral sum rule analysis applied to
the experimental spectra is µS = −0.27µB. This again emphasizes the conflict with the total
magnetization measurements from which a positive 5d moment is expected. The same sign
problem is found in applying the integral sum rule analysis to the calculated spectra: to show this
we use the same density matrixρ(E) to calculate both the XMCD signal (figure 37) and the spin-
dependent electron DOS for Tb (figure 38). From the difference in the DOS, the spin moment
is positive and has a value µS ≈ +0.16µB. However, the integral sum rule analysis applied to
the calculated XMCD gives a negative spin moment of µS = −0.60µB [83]. Instead, we used
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the FEFF code which takes the spin dependence of the transition matrix elements into account
and thereby reproduced the sign and the experimental spectral shape of the E1 contribution
(figure 37). Therefore, this calculated spin dependence can be used to correct the results of the
sum rule (SR) analysis which increases their generality and utility. Here, we suggest a practical
procedure to extract spin and orbital moments by combining experimental measurements and
theoretical calculations. Therefore, a ‘spin-asymmetry parameter’ is defined which enters into
the sum rules. However, the general form of the sum rules is kept. It turns out that the spin
dependence is of importance especially for the spin sum rule if the number of holes is large.
Furthermore, the corrections due to the finite integration range [306] are automatically taken
into account. The problem of removing the magnetic dipole contribution Tz (see, e.g. [84]) is
also analysed below. The dimensionless spin-asymmetry parameter is defined as:

aj ≡ Rj,nl↑ − Rj,nl↓
Rj,nl↑ + Rj,nl↓

. (16)

Here, Rj,nl↑ represents the matrix element the for majority spin and Rj,nl↓ that for the minority
spin. If one defines Rj,nl ≡ 1/2(Rj,nl↑ + Rj,nl↓), one yields Rj,nl,ms

= Rj,nl(1 − 2ajms),
where ms = ±1/2 corresponds to spin-down(up), respectively. It is a warrantable assumption
that aj is basically independent of j , since the matrix elements are essentially j -independent in
the original derivation [78]. Hence, the effects of the spin dependence on the matrix elements
are the same at the L3 as well as at the L2 absorption edges. Hence, the spin dependence is
taken into account by simply substituting the above ms dependent definition of Rj,nl,ms

, instead
of the spin-average. The spin asymmetry parameter a is given in figure 38. It can be seen
that a is clearly energy-dependent (see also [53]) and exhibits a maximum of ≈0.06 at about
5 eV above the Fermi level. This is in the vicinity of the XMCD maximum. At the L3 edge,
using right circularly polarized x-rays, the photoelectron is excited basically into the majority
spin band. Consequently, with left circularly polarized x-rays, the minority band is reached
which possesses more empty states. Therefore, one expects a negative XMCD signal at the
L3 edge. However, for the case discussed here the density of empty states for the majority
spin is apparently enlarged by the spin-asymmetry parameter whereas the minority spin DOS
is seemingly reduced: hence, the wrong sign of the induced spin moment is determined with
the XMCD technique if this effect is not taken into account.

Our detailed calculation given in [83] reveals that in order to account for the spin
dependence it is sufficient to substitute for each operator Ô

〈Ô〉 → 〈(1 − 2asz)Ô(1 − 2asz)〉, (17)

where sz is the z-component of the one-electron spin operator. Since all operators are modified
in the same way, their linear combinations entering into the SR must also be modified similarly.
In our discussion, presented in [83], first the differential sum rules (i.e. SR for each energy
point) are derived. For the differential SR a distributed oscillator strength is present and
the spin asymmetry parameter becomes energy-dependent a = a(E) (for the analysis of the
energy dependence of the transition matrix elements see also [53]). However, we will neglect
the energy argument below unless needed for clarity. With this knowledge the ratio of the
integrals for XMCD and for the average absorption can be related to expectation values of
the total operators (summed over all electrons) 〈Sz〉 and 〈Lz〉 by the generalized form of the
integral sum rules [83]:

2τ

3

〈Sz〉 − 
Sz

Nh + 
Nh

=
∫
L3

dω(µ+ − µ−) − 2
∫
L2

dω(µ+ − µ−)∫
L3+L2

dω(µ+ + µ− + µ0)
, (18)

1

2

〈Lz〉 − 
Lz

Nh + 
Nh

=
∫
L3+L2

dω(µ+ − µ−)∫
L3+L2

dω(µ+ + µ− + µ0)
. (19)
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Here, 
Sz, 
Lz and 
Nh are the spin-dependent correction terms for the spin and the orbital
expectation values as well as the number of d-holes. These can be estimated from the theoretical
calculations [83]:


Sz =
∫ ∞

EF

dE(−anh + a2sz) ≈ −a∗Nh, (20)


Lz =
∫ ∞

EF

dE(lza
2 − 4alzsz), (21)


Nh =
∫ ∞

EF

dE(nha
2 − 2asz), (22)

where nh is the energy-dependent hole operator. We account for the magnetic dipole term Tz in
equation (18) by introducing τ which is given by: 〈Sz〉 + (2� + 3)/�〈Tz〉 = τ 〈Sz〉. For the final
4f states τ can be estimated analytically from Hund’s rules as presented similarly by Carra
et al [78]. For many bulk systems the magnetic dipole term can be neglected and hence τ ≈ 1
as it has been tested by calculations for the final d-electrons. However, for atoms on surfaces
τ can be significantly different from unity, and can even be directionally dependent [84]. To
investigate the primary contribution to Tz, we assume that the 5d electron spin and angular
momentum decouple (see [83] for details). This yields

τ ≈ 1 +
4〈Qzz〉

l(2l − 1)
, (23)

where we used the definition 〈Qzz〉 = [3〈l2
z 〉 − �(� + 1)]/2 as given in [218]. Interestingly,

most of the spin-dependent corrections are relatively small because 
O is mainly determined
by the operator 〈O〉 itself times |a| to a certain power. Since here a2 < 0.01 the original
sum-rules can be reasonable approximations for those cases where the above assumption
is valid. The exception is the correction to the spin moment which can be large, since
|
Sz/〈Sz〉| ≈ |a∗|Nh/〈Sz〉. This is the case for the 4f metals where the number of the 5d
holes is N5d

h ≈ 9 and |
Sz/〈Sz〉| > 18|a∗|. Therefore, we focus on this sum rule here. For Tb,
a(E) (figure 38) is varying smoothly and is about a∗ = 0.05 near the maximum XMCD signal.
This implies that the correction to the spin moment is a∗Nh ≈ 0.45 which has to be compared
to the calculated spin moment of 〈Sz〉 ≈ −0.08 from the difference in the DOS (figure 38).
This reveals that even if a is small, the correction to the spin SR is significant when the number
of holes Nh is large and can be even larger than the extracted quantity itself. It can be seen
from equation (20) that the experimentally measured moment is proportional to 〈Sz〉 + a∗Nh,
and therefore the correction can even change the sign of the integral spin sum rule result.

Now, a procedure is suggested to extract spin and orbital moments from XAS data using
the generalized sum rules. This procedure also makes use of theoretical calculations as it is the
case for the original sum rules, which rely on theoretical calculations or estimates of Nh and
Tz. Using the FEFF8 code [91] we calculate the expectation value of a certain operator 〈O〉calc

and also apply the original sum rule analysis to the calculated spectra which yields OSR
calc. Then

the discrepancy between these two results 
O is used to correct the experimental estimate
OSR

exp which is determined by the original sum rule analysis to the experimental spectra. Thus,
the procedure is given by


O = 〈O〉calc − OSR
calc, (24)

〈O〉exp = OSR
exp + 
O. (25)

It should be noted that this approach accounts not only for the corrections due to the spin-
dependent matrix elements, but also for the finite integration range. A further modification is
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needed in order to consider the Tz operator. This is done by assuming that Tz is proportional
to Sz, i.e. 〈Sz〉 = SSR

z /τ + 
Sz. The correction for a given operator may be calculated more
accurately than the operator itself. The FEFF8 code is based on an independent electron theory
with an approximate self-energy. However, the code is not self-consistent with respect to the
spin-density, and hence the calculated spin moment may not be very accurate. Fortunately,
the dominant correction to the spin SR is

∫
dE a(E)nh(E), where nh(E) is spin-independent,

while a(E) is expected to be directly proportional to the total spin of the absorber. For rare earth
applications the spin is dominated by the 4f contributions, and thus is practically independent
of the 5d spin moment.

The above procedure is now applied to the Tb L2,3 data shown in figure 36. Since the SR are
derived assuming dipole transitions, the quadrupolar contributions to XMCD are subtracted
from experimental data, as discussed above [97]. We use the FEFF8 code to calculate the
XMCD spectrum and the operators of interest obtaining 〈Sz〉calc = −0.08 and τ = 1.59.
The application of the spin SR to the calculated XMCD gives SSR

calc = +0.30, and therefore

Sz = 〈Sz〉calc − SSR

calc/τ = −0.27. This value is then used to correct the experimental
XMCD SR results of SSR

exp = +0.135, and we obtain a 5d spin moment of µS = +0.37 µB

from the experiment. This result is consistent with the total magnetization measurement,
which requires it to be larger than +0.34 µB. Note that if we neglect Tz and use τ = 1.0,
we obtain µS = +0.49µB from the experiment. The same procedure for the orbital moment
gives a correction which is an order of magnitude smaller 
Lz = 0.014 − 0.008 = +0.006,
but still a significant fraction of the FEFF8 result 〈Lz〉calc = +0.014. The application of
the orbital SR to the experiment gives LSR

exp = 0.021 and adding the correction 
Lz we
determine the orbital moment of µL = −0.027 µB from the experiment. Hence for the
orbital SR, the correction appears to be dominated by the finite integration range because a
magnetic background can be identified in figure 36 that extends far above the Fermi level.
However, for the spin SR the correction is dominated by the spin dependence of the matrix
elements.

In conclusion, we have shown that the spectral shape of the Tb L2,3 edge XMCD in
the pre-edge regime is dominated by electric quadrupolar transitions. In order to determine
the 5d moments from the spectra these E2 contributions have to be identified and subtracted
from the data. We demonstrated that this identification is possible by the help of ab initio
calculations where the E1 and E2 contributions were calculated separately. Furthermore,
the strong spin dependence of the dipole transition matrix elements for the RE metals has
to be considered. Therefore, even after separating the E2 from the E1 contributions, the
results of the sum rule application have to be corrected for this effect with the help of the
theory. If these corrections are not carried out, an apparent 5d spin moment per atom of
µ5d

S = −0.27µB is determined from the experiment and hence erroneously an antiparallel
orientation of the 5d to the 4f moments would be concluded. However, we show in which
way the XAS sum rules can be generalized by including the spin dependence of the matrix
elements in the sum rule analysis. With this procedure we obtained µ5d

S = +0.37µB from the
experiment, accentuating the need for this correction. This correction brings XMCD data in
agreement with the total magnetization measurement, which predicts that the 5d contribution
µS + µL > +0.34µB. Using the calculated τ = 1.59, we obtain µS + µL = +0.34µB.
The inclusion of these spin-dependent corrections into the standard sum rule analysis thus
permits a more reliable determination of magnetic moments with the XMCD technique, and
therefore makes the technique more robust and more generally useful. This now opens the
new, fascinating possibility to use the XMCD technique with its full strength also for rare earth
elements and compounds in order to determine the spin and orbital magnetic moments element
and shell specifically.
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5.4. L edge magnetic EXAFS: Gd and Tb

In the preceding section already an oscillatory fine structure could be detected in the magnetic
background of the XMCD signal starting about 20 eV larger than the L3 edge position. This is
the onset of the magnetic EXAFS signal (MEXAFS) which originates from the spin-dependent
scattering of the photoelectron. Hence, the MEXAFS is related to the local magnetic structure
of the sample investigated. The analysis of the dichroic signal in this energy range is especially
interesting for rare earth metals. The rare earth MEXAFS at the L2,3 edges is essentially
proportional to the 4f magnetic spin moment [76, 307, 308] whereas the near-edge XMCD is
dominated by dipole transitions to the spin-dependent 5d DOS only (see above). Therefore, the
rare earth MEXAFS intensity in relation to the near-edge XMCD signal is larger compared to
the 3d transition metals where MEXAFS and XMCD scale with the 3d magnetic moment. Gd
metal is a model system for the investigation of the magnetic EXAFS effect. One reason is that
Gd can be described in a good approximation by a half-filled 4f shell and therefore 〈Lz〉 ≈ 0
which facilitates the theoretical description (see, e.g. [51]). The first MEXAFS oscillations
were detected for a Gd metal foil at 100 K [228]. Since then the Gd MEXAFS was discussed in
various experimental [308–312] and theoretical works [51,313,314]. Looking at the enormous
work on this subject it is surprising that no temperature-dependent investigations of the rare
earth L edge MEXAFS were carried out yet, as we have demonstrated for 3d transition
metals [130,225,230,266,315]. Nowadays, the theoretical descriptions of the MEXAFS effect
are quite advanced. However, the magnetism is modelled at T = 0 K [52, 54, 316, 317]. This
reveals that no comprehensive theory existed so far for the detailed temperature dependence
of MEXAFS which originates both from spin fluctuations and lattice vibrations. However,
up to now it was not clear how to separate these effects. Another open question is, in which
way local spin-fluctuations on a nearest neighbour scale influence MEXAFS. Therefore, we
carried out the first temperature-dependent study at the L edges of a Gd single crystal [226,227].
Another reason to choose Gd was that no helical magnetic phase is present at any temperature,
in contrast to Tb and Dy, for example. Bulk Gd is ferromagnetic up to TC = 293 K. This
relatively low Curie temperature allowed us to study MEXAFS in a wide range of the reduced
temperature t = T/TC. This was not possible in our earlier temperature-dependent MEXAFS
investigations at the L2,3 edges of bulk Fe where only T/TC ≈ 0.4 was reached [225,230,315]
because of the larger value of TC = 1043 K.

The use of a single crystal sample enabled us to discuss high quality MEXAFS data with
small static disorder at the L3 edge up to kmax = 13.0 Å−1, which were therefore used for the
detailed analysis. This k-range is larger compared with the L2 edge range which is limited by
the L1 edge. Furthermore, MEXAFS at a single absorption edge can be investigated for rare
earth metals in contrast to the 3d transition metals where the largest signal is found at the L2,3

edges, which overlap [130, 230]2. The Gd(0001) single crystal with a shape of a plate (c-axis
normal to the surface) was mounted so that the x-rays were incident normal to the surface
(
kphoton ‖ c-axis). The L edge MEXAFS data were measured at the ID 12 beamline [319] at
the ESRF at 10, 100, 200 and 250 K corresponding to reduced temperatures of t = 0.034, 0.34,
0.68 and 0.85. To ensure that the sample was completely saturated, the magnetization M(H)

versus the magnetic field was measured at each temperature point. Since the saturation field
HS was changing with temperature, the MEXAFS data were recorded at the same reduced
field H/HS = 1.2. From the M(H) curves the following applied magnetic fields for the

2 Generally, the K edge MEXAFS of 3d metals could be investigated in order to circumvent this difficulty and to
access a longer k-range. However, the dichroic signal at the K edge is about an order of magnitude smaller compared
to the L2,3 edge signals because of the lower spin-polarization of the photoelectron at the K edge which originates
from the spin–orbit splitting in the final p states. Furthermore, the K edge MEXAFS signal is related to the orbital
polarization only [308, 312, 316–318].
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Figure 39. X-ray absorption coefficient at the Gd L3, L2 and L1 edges for right µ+(E) and left
µ−(E) circularly polarized x-rays (top) [227]. The dichroic signal µM(E) = µ+(E) − µ−(E) is
given at the bottom. A clear oscillatory fine structure can be detected in the isotropic data (EXAFS)
and the dichroic signal (MEXAFS).

MEXAFS measurements were determined: 3.0 T (10 K), 2.8 T (100 K), 2.5 T (200 K) and
2.0 T (250 K). The fluorescence of the sample was detected with silicon photodiodes [320]
and the resulting data were corrected for self-absorption effects [248]. To measure EXAFS
and MEXAFS in the energy range of 7185–8500 eV with a constant degree of circularly
polarized x-rays the undulator gap-scan technique was used [321]. We measured the dichroic
signal µM(E) = µ+(E)−µ−(E) in two ways: by changing the direction of the magnetization
for a fixed helicity and by changing the helicity of the x-rays for a fixed magnetization. Both
methods revealed the same dichroic signal indicating that no experimental artefacts were
observed. The x-ray absorption coefficients for right µ+(E) and left circularly polarized
x-rays µ−(E) in the range of the Gd L3, L2 and L1 edges are presented in the upper part of
figure 39 in a scan-range of 
E = 1300 eV. The EXAFS oscillations are about 4% of the
signal to background ratio (edge jump). In the lower part of figure 39 the dichroic signal is
presented. This signal is shown here according to the discussion of the sign of XMCD in
section 5.3: the L3 edge XMCD signal of the rare earth metal Gd is mostly positive and the L2

one is basically negative because of the spin dependence of the transition matrix elements3.
Figure 39 reveals that in the dichroic signal an obvious oscillatory fine structure can be identified
in the extended energy range—the magnetic EXAFS, which is about 0.4% of the L3 edge jump.
Hence, the MEXAFS is about an order of magnitude smaller compared to the normal EXAFS

3 In contrast, in our earlier works [225–227] we adopted the presentation of the rare earth MEXAFS by Ahlers
et al [312] with opposite sign of the dichroic signal in order to compare the magnetic background in the extended
energy range to the one found for the 3d metals. However, the proper definition of the sign of the dichroic signal is
discussed in section 5.3. The MEXAFS signals presented in our earlier works [225–227] have to be multiplied by −1
to correspond to the ones given here.
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Figure 40. Temperature-dependent Gd L3 edge EXAFS (top) and MEXAFS (bottom) oscillations
(left) kχ(k) and kχM(k), and the corresponding Fourier transforms (right) |FT [kχ(k)]| and
|FT [kχM(k)]| [226]. For the EXAFS and the MEXAFS Fourier transforms a clear splitting of the
main peak due to the so-called RT resonance can be detected.

signal. The clear visibility of the oscillations in the dichroic signal emphasizes the excellent
signal-to-noise ratio. The analysis of the MEXAFS wiggles reveals that the noise level in
the present case is about 0.01% of the edge jump underlining the high performance of the
beamline and the detection system. The EXAFS and MEXAFS oscillations were extracted
with a standard spline-analysis as described in [130]. For that purpose a smooth magnetic
background was subtracted from the difference µM(E) in order to extract the MEXAFS
oscillations χM(k).

The temperature-dependent EXAFS and MEXAFS data are presented in figure 40. The
Fourier transformed data of EXAFS and MEXAFS exhibit a clear splitting of the main peak
due to the so-called Ramsauer–Townsend (RT) resonance. The splitting of the main peak
corresponds to a minimum of the enveloping amplitude in k-space at about k = 9 Å−1.
This indicates a clear improvement of the quality of the MEXAFS data compared to spectra
published previously where these features could not be detected [308,310]. One reason might
be that the measurements in earlier works were not carried out with a single crystal but with
metal foils at 100 K [228]. Therefore, one expects a much stronger effect of static and dynamic
disorder on EXAFS and MEXAFS compared to the results for a Gd single crystal at 10 K, as
presented here. Furthermore, a k-weighting of k1 was used in our work, whereas the Fourier
transforms of the simple EXAFS (|FT [χ(k)]|) and MEXAFS (|FT [χM(k)]|) oscillations
are discussed in the earlier works [228, 308, 311]. As shown in figure 40, a clear temperature
dependence for EXAFS as well as MEXAFS can be determined. For a quantitative analysis
of the temperature dependence of the regular EXAFS we carried out a fit of the main peak
in R-space using the FEFFIT code [92]. The fit (not shown) reveals that the reduction of the
intensity of the main peak due to the EXAFS Debye–Waller factor can be accurately described
within the correlated Debye model. With the help of the FEFFIT analysis a Debye temperature
of θD = (160 ± 7) K is calculated in good agreement with 163.4 K given in the literature from
heat capacity measurements [322]. This value is relatively low compared for instance to 3d
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transition metals, where values of about θD = 350–450 K are found. Surprisingly, the effect
of lattice vibrations is often neglected in various MEXAFS works even when intensities in the
Fourier transforms are compared to investigate magnetic moments quantitatively [323]. This
can lead to erroneous results, since the Debye temperatures of these materials differ seriously.
Therefore, when MEXAFS intensities are compared, the data must be corrected not only for
temperature dependence of the magnetization (reduced temperature T/TC) but also for the
lattice vibrations (EXAFS Debye–Waller factor). A Debye temperature of θD = 160 K for
a Gd metal foil also explains the strong damping of the EXAFS and MEXAFS already at
T = 100 K as determined in the earlier works by Ahlers et al [308]. A clear temperature-
dependent damping of MEXAFS is revealed in our experiment (figure 40): the MEXAFS
wiggles χM(k) at k = 4.5 Å−1 are damped at T = 250 K to about 50% of their T = 10 K
value. However, the wiggles are hardly detectable for k = 10.0 Å−1 at T = 250 K, whereas
they can be seen obviously at T = 10 K in the same k-range. This is an indication that
the thermal disorder also decreases the MEXAFS signal by the EXAFS Debye–Waller factor
e−2σ 2k2

in addition to the magnetic fluctuations.
The procedure applied in this work to disentangle the effect of the lattice vibrations

from the spin fluctuations is based on the description of MEXAFS in various theoretical works:
the MEXAFS fine structure is related to the energy derivative of the DOS which is linked to
the derivative of the spin-averaged EXAFS [51, 52, 310, 314]. Ebert and co-workers showed
that the MEXAFS fine structure is connected to the spin and orbital polarization (d/dE)〈σz〉
and (d/dE)〈lz〉 by analysing sum rules in their differential form [79,312,316,317,324]. Even
in the near-edge range similar theoretical treatments can be found [31, 325]. In a simplified
picture MEXAFS can be described as the difference of the spin-dependent scattering at the
potentials which are modelled from the normal EXAFS scattering potentials being shifted in
energy by an exchange-related energy 
E(T ). In this case the MEXAFS oscillations can be
simulated with χ sim

M by calculating the difference of the regular EXAFS oscillations χ which
are shifted in energy by ± 1

2
E [326]:

χ sim
M (E, T ) = χ

(
E − 1

2
E(T )
) − χ

(
E + 1

2
E(T )
)
. (26)

To test this assumption we applied this procedure to the experimental Gd MEXAFS data at
10 K and simulated them with the experimental EXAFS spectra at the same temperature. The
only free parameter to fit the experimental data according to equation (26) is the energy shift

E which is varied until the simulated MEXAFS intensities match the experimental ones.
The results are given in figure 41(a). With this procedure a value of 
EGd = (0.48±0.05) eV
is determined for Gd which will be related to the one for Tb below. Surprisingly, this
simple approach can reproduce various fine structures of the experimental MEXAFS seen
for instance at k = 4.0 Å−1 for Gd. Also the enveloping amplitude of MEXAFS is correctly
described. This demonstrates that the rigid-band model as suggested by Brouder et al [314]
holds for the modelling of MEXAFS even up to large k-values of about 11 Å−1. It turns
out that the shape of the L edge MEXAFS can be described by the first derivative of the
EXAFS dχ/dE and 
E(T ) is there to scale the intensity. Thinking in terms of a Taylor
series the higher order terms can be neglected because of the small size of 
E(T ). This
is not the case for K edge MEXAFS where Brouder et al [314] showed that MEXAFS is
proportional to the second derivative of the EXAFS d2χ/dE2 and Ebert et al [316] discussed
these results on the basis of the differential form of the sum rules. The procedure to
disentangle lattice vibrations from spin fluctuations is carried out by simulating MEXAFS
at the specific temperature T with the experimental EXAFS data at the same temperature.
This automatically takes the reduction by the EXAFS Debye–Waller factor into account.
Hence, the temperature dependence of the energy shift 
E is not due to the influence of
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Figure 41. (a) Experimental MEXAFS data (——) for Gd (top) and Tb (bottom) single
crystals at 10 K in comparison to simulation (· · · · · ·) of MEXAFS with the spin-averaged
EXAFS data [326]. For the simulation the difference of the energy shifted EXAFS oscillations
χ(E − 1

2 
E) − χ(E + 1
2 
E) was analysed. (b) Temperature dependence of the exchange related

energy shift 
E(T ) for the Gd single crystal in comparison to the temperature dependence of the
magnetization (scaled) taken from [327] (applied field of 0.5 T).

the lattice vibrations but spin fluctuations only and therefore these two contributions can be
separated4.

The temperature dependence of the Gd MEXAFS is analysed in detail in order to
achieve a more complete understanding of the underlying physics. Therefore, the temperature
dependence of 
E(T ) will be investigated which is determined by fitting the temperature-
dependent MEXAFS oscillations with the procedure described by equation (26). The
experimental results for Gd are given in figure 41(b). Obviously, the temperature dependence
of 
E follows the one of the magnetization M(T ) [327], as we have suggested it in our
recent theoretical work [307], showing that the temperature dependence of MEXAFS can
be described by the factor M(T ) e−2σ 2(T )k2

. Therefore, one has to correct not only for the
amplitude reduction by the temperature dependence of the magnetization (reduced temperature
T/TC) but also for the EXAFS Debye–Waller factor when the MEXAFS intensity is correlated
to the spin moment [307]. In various MEXAFS works this effect was neglected although there
is a strong influence by the factor e−2σ 2(T )k2

. This is crucial when the MEXAFS intensity of
3d transition metals is compared to the ones of the rare earths. We observe that local spin–
spin correlations cancel for single-scattering paths and the temperature dependence for these
paths is determined only by the magnetization M(T ). This is different for multiple-scattering
paths. Our calculations reveal that double scattering paths contain information on 3-point spin–
spin correlation functions [307]. Unfortunately, these contributions are orders of magnitudes
smaller than the regular magnetic scattering contributions (being proportional to the spin at

4 We also applied successfully the simple procedure given by equation (26) to model the L2,3 MEXAFS of 3d
elements. For these metals the L2,3 edges overlap in contrast to the rare earth metals presented here, where the L2,3
edges are well separated by several hundred electronvolts.
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Figure 42. Comparison of the experimental EXAFS (top) and MEXAFS (bottom) data at 10 K to
ab initio calculations (FEFF7) [226]. The calculations show good agreement for the enveloping
amplitude and phase in k-space as well as in R-space for the splitting of the main peak (RT
resonance) and the peaks at larger distances.

each scattering site) for the double scattering paths. For a more complete understanding of the
nature of the magnetic scattering leading to MEXAFS, the contributions of multiple-scattering
paths to MEXAFS will now be analysed by the help of the theory.

The comparison of the experimental Gd data at 10 K to ab initio calculations carried
out in the framework of a real-space multiple-scattering theory implemented into the FEFF
code [91, 328] using bulk Gd structure is presented in figure 42. Since the FEFF calculations
are not self-consistent with respect to the spin dependence, the MEXAFS data were scaled
down to match the experiment. However, the agreement of the wiggles of the experimental
regular EXAFS with the calculation is perfect in k-space as well as in R-space: all the fine
structures seen, e.g. at k = 10.0 Å−1 and k = 11.5 Å−1, are reproduced in the calculation. Also
the enveloping amplitude in k-space in the calculation agrees very well with the experimental
data. This can also be seen in R-space, where the splitting of the main peak (RT resonance)
as well as the intensities and positions of the peaks at larger distances are correctly described.
The presented calculations are carried out including single-scattering and multiple-scattering
effects. If one calculates EXAFS without multiple-scattering contributions one finds larger
intensities of the peaks in the Fourier transform at about R = 6 Å [227]. This shows that
in the case of Gd the multiple-scattering contributions interfere destructively with the single-
scattering contributions of larger scattering shells. This effect is correctly reproduced by the
FEFF code. The agreement of the experimental MEXAFS data with the calculation is also
fairly good. The phase shift of about π/2 of the MEXAFS oscillations χM(k) compared to the
EXAFS oscillations χ(k) is correctly described. The enveloping amplitude of the calculation is
in reasonable agreement with the experimental data. Therefore, the splitting of the main peak in
the MEXAFS Fourier transform is reproduced in the calculation. Deviations between theory
and experiment can be detected in the Fourier transform at larger distances in the range of
4.0–8.0 Å. These differences are not due to the feature seen at k = 6.3 Å−1 which can be
assigned to the so-called magnetic MMEs (MMEEs) [308, 309, 311, 329]. More serious are
the differences seen in the k-space in the range of k = 7.0–8.5 Å−1. As the negative and
positive part of the experimental wiggle are larger compared to the calculated data, it is not
very likely that this difference is also due to MEEs as these lead to an additional feature
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only. Therefore, we assign the main differences to scattering effects. It was already discussed
for the normal EXAFS data that the single-scattering contributions interfere destructively
with the multiple-scattering contributions. It seems that the phase of the multiple-scattering
contributions (enhanced in MEXAFS of 3d metals [230]) are not yet described accurately
enough in the FEFF7 calculations.

In a further experiment the MEXAFS of Tb was studied. Tb was chosen in order to analyse
the effect of the orbital moment on MEXAFS. As discussed in section 5.3 an orbital moment of
the 4f electrons of µL = 3µB is expected in an atomic framework. The EXAFS and MEXAFS
data were taken using a Tb single crystal with the same experimental set-up described in
section 5.3. The same procedure to model the experimental MEXAFS from the experimental
EXAFS data with the energy shift procedure was applied first. Also for the case of Tb even
detailed fine structures in the MEXAFS can be reproduced, e.g. at k = 8.0 Å−1 (figure 41(a)).
Since the modelled MEXAFS intensity χ sim

M scales with 
E(T ) the absolute values of this
property provides information on the magnetic scattering amplitude. Interestingly, it is found
that the 10 K value for Tb of 
ETb = (0.45±0.05) eV is only a little smaller than the value for
Gd of 
EGd = (0.48 ± 0.05) eV. This indicates that indeed the MEXAFS intensity basically
scales with the spin moment only since µS(Gd) = 7µB and µS(Tb) = 6µB is expected from
Hund’s rules. In general, the value of 
E(T ) extrapolated to T = 0 K has to be investigated
for the discussion given above. However, the detailed temperature-dependent investigation
for Gd shows that it is a reasonable approximation to use the 
E(T = 10 K) value as the
T = 0 K value for our analysis here. Interestingly, a similar scaling of the size of a magnetic
splitting of certain valence states (extrapolated to T = 0 K) with the spin moment has been
determined recently by photoemission measurements [330]. The temperature dependence of
bulk Tb is more complicated because of the occurrence of a helical phase in the range of
T = 219–231 K [331] and has therefore not been studied here.

For the structural investigation the MEXAFS oscillations are Fourier transformed. In
order to do so the MMEEs [308,309,311,329] found in k-space at about k = 6.5 Å−1 have to
be removed since these contributions are larger for Tb compared to Gd. The experimental
MEXAFS data are given in figures 41 and 43 after the peak-like MMEE structure was
removed. To determine the multiple-scattering contributions to MEXAFS we performed
ab initio calculations. The results of the calculation using the FEFF8.2 code for EXAFS
and MEXAFS agree quite well with the experiment in k-space as well as in R-space since
all the fine structures are reproduced (figure 43). Interestingly, various fine structures of the
MEXAFS that were already seen in the energy shift simulation in figure 41, e.g. at about
k = 5.3, 6.8 and 7.8 Å−1, can also be detected in the FEFF8.2 results. The splitting of the
main peak in the Fourier transforms, which is due to a minimum in the enveloping amplitude
at about k = 9 Å−1, is accurately modelled. Even all the peaks in the Fourier transform for
EXAFS and MEXAFS with respect to their position as well as their relative intensity are well
described by the theory. In order to disentangle those peaks into their multiple- (MS) and
single-scattering (SS) contributions, we used the advantage to switch on/off those effects in
the theory. The result of this separation is given in figure 44(a). All the peaks up to 6.0 Å
can be described by single-scattering contributions. The triangular scattering path 0–2–2′–0
(figure 44(b)) at about 3.0 Å hardly contributes to the overall intensity. However, at distances
larger than 6.0 Å clear contributions from various triangular paths can be found. Surprisingly,
smaller intensities are found for the multiple-scattering calculation (solid line) above 7.5 Å.
This demonstrates that the multiple- and the single-scattering paths interfere destructively as
it was also determined for the Gd MEXAFS [227]. In contrast, such an effect was not seen
for the L edge MEXAFS of the 3d metals Fe and Co where even an enhancement of MS paths
was found [230].
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Figure 43. Experimental Tb EXAFS (top) and MEXAFS (bottom) oscillations kχ(k) and kχM(k)

(left) and the corresponding Fourier transforms (right) in comparison to ab initio calculations
(FEFF8.2) [326].

Figure 44. (a) Theoretical separation of multiple- and single-scattering contributions in the Tb
MEXAFS (FEFF8.2) [326]. (b) Depiction of the dominant multiple-scattering paths.

We have shown that the temperature-dependent MEXAFS can be modelled by
the difference of the energy-shifted EXAFS spectra. This procedure allows to disentangle the
effect of spin fluctuations from lattice vibrations. We find experimentally that the temperature
dependence of the energy shift follows the one of the magnetization. This demonstrates that
the MEXAFS intensities have to be corrected for the reduced temperature T/TC and the effect
of the EXAFS Debye–Waller factor when the MEXAFS intensities are correlated to the spin-
moment. Furthermore, we find by means of ab initio calculations that the multiple-scattering
contributions in the rare earth MEXAFS interfere destructively with the single-scattering ones,
in contrast to the findings for the 3d L edge MEXAFS.
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6. Conclusion and outlook

The recent advances in XAS in experiment as well as in theory initiated progress in a
large variety of fields: examples were given for surface physics of atomic and molecular
adsorbates as well as for magnetism of nanostructures and even for the solution of fundamental
questions of the spectroscopy itself. High brilliant x-rays provided by undulators at third
generation synchrotron radiation sources allowed for the identification of fine structures in
the x-ray absorption coefficient that were not resolved in the past. For example, it was
possible to unambiguously ascertain the scattering origin of specific features in the XAS: the
angular-dependent SEXAFS investigations of the strongly anisotropic oxygen induced surface
reconstruction of Cu(110) allowed for the clear verification of the AXAFS effect. Thereby,
the unique opportunity is established to study the anisotropy of the embedded atom potential.
These new fundamental results are also of technical interest since AXAFS is already applied
in electrochemistry to study the electronic structure of various Pt based electro-chemical and
catalytic materials [123–126]. However, for the experimental detection of the AXAFS, self-
controlled fitting codes for the determination of the spline function cannot be used since
those eliminate the effect by allowing for a long period oscillatory background function.
For the theoretical analysis the atomic background function must be investigated which is
not a standard procedure. By studying the angular-dependent NEXAFS spectra of oriented
hydrocarbon molecules on surfaces, the existence of the σ ∗ shape resonance could be proven,
which has been questioned recently in literature. This provides new insight into the basic
understanding of molecular spectroscopy. Also for this example the limits of the standard
analysis procedures are reached: for the quantitative investigation of the σ ∗ shape resonance of
hydrocarbon molecules FMS calculations had to be applied. The combination of experiment
and theory advanced NEXAFS spectroscopy beyond the identification of ‘fingerprints’ towards
a quantitative analysis.

The induced magnetism in 3d and 5d metals at interfaces of ultrathin films was investigated
exploiting the element specificity of the x-ray absorption technique. The disentanglement of
the total magnetic moment into the spin and orbital moment made it possible to link the
magnetic anisotropy with the anisotropy of the orbital moment and yielded a microscopic
picture of the characteristics of interfaces. Thereby, open questions were solved that could
not be answered by non-element-specific techniques like FMR, VSM or SQUID: a complete
magnetic moment profile for both constituents of Ni–Pt multilayers was constructed from
XMCD measurements. Furthermore, the relative orientation of the induced spin and orbital
moments in 5d metal layers at the interface to Fe was studied. This revealed the breakdown
of the third Hund’s rule for the case of W in an atomic framework. The comparison of these
results to the ones for 5d impurities in Fe of earlier works provided a deeper insight into the
nature of the induced magnetism. A short-range magnetic polarization was observed for the
light 3d element V at the interface to Fe. Furthermore, the apparent long-range polarization
for this system of earlier studies is explained by interdiffusion effects at the interfaces. This
reveals the importance of atomically flat interfaces without interdiffusion also for technical
applications. The detailed investigation of fine structures in the dichroic spectra demonstrated
that the standard analysis (sum rules) fails, e.g. for light 3d elements and rare earth metals.
Only with the help of theory can the magnetic ground state properties be determined from
the spectra. This provided a more fundamental understanding of the spectroscopy itself:
the interaction of the core hole with the photoelectron must be taken into account for the
light 3d elements, E1 and E2 contributions have to be disentangled and the spin and energy
dependence of the transition elements must be considered for the analysis of rare earth XMCD.
If this is ignored, even the sign of the determined magnetic moments can be wrong. With this



Recent advances in x-ray absorption spectroscopy 2173

work a step forward to a comprehensive description of rare earth L edge XMCD is taken.
This offers a new insight into more complex rare earth compounds, as, e.g. new strong
permanent magnets for technical applications. The temperature-dependent analysis of the
magnetic EXAFS provided a deeper understanding of the effects of local spin dynamics on
the dichroic fine structure in the extended energy range. For the separation of the effects
of lattice vibrations and local spin dynamics on MEXAFS, a new method has been applied
which models the magnetic EXAFS by the difference of the energy shifted isotropic EXAFS
spectra.

Future work will focus on the present limits of experiment and theory. The combination
of in situ preparation under UHV conditions with the applicability of large magnetic fields
(several Tesla) and low temperatures (T ≈ 10 K) is still demanding. These extreme measuring
conditions are necessary for the study of further miniaturized magnetic nanostructures
[244, 332, 333]. Joint XAS and microscopy studies add lateral resolution to the technique
which, e.g. allow for the investigation of magnetic domains and their dynamics [334,335]. The
present limits of theory were highlighted in this review for several examples: the experimentally
determined anisotropy of the AXAFS could not be modelled by theory within the muffin tin
approach. Full potential codes are under development right now. As it became obvious
in the analysis of the XMCD of light 3d elements, the one-electron approach breaks down.
This demonstrates the need for an excited state spectroscopy which is currently emerging
[108–113, 115]. Furthermore, the magnetism is only theoretically described at T = 0 K. The
theoretical modelling of the temperature dependence, e.g. of the spin-dependent DOS and
the corresponding x-ray absorption spectra is not yet carried out. Today, experimentalists are
able to probe materials with unprecedented resolution with the new generation of synchrotron
radiation sources, which offers the potential for novel material studies. The computational
physics has achieved enormous successes in describing ground state properties in the recent
decades. However, the quantitative and reliable descriptions of excitations and response
functions are just emerging. As a next step, time-dependent phenomena and nonlinear effects
will be addressed theoretically. This is of major importance when looking at the rise of free-
electron laser projects (fourth generation sources) [336–339] which will provide coherent x-ray
pulses of even higher brilliance and clearly defined time structure in the femtosecond range.
Today, a time-resolution in the picosecond range is only accessible at third generation sources.
In the future, time-dependent studies will be carried out in the x-ray range that are today only
possible in the visible and UV regime with advanced laser set-ups. The dynamics in quite
different fields as for example magnetism, chemical reactions or biology will be studied. This
reveals that the x-ray spectroscopy field looks into a bright future which will shed light on
some more secrets in nature.
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[11] Stöhr J, Sette F and Johnson A L 1984 Phys. Rev. Lett. 53 1684–7
[12] Citrin P H 1985 Phys. Rev. B 31 700–21
[13] Citrin P H 1986 J. Physique 12 C8-437–72
[14] Teo B K 1986 EXAFS: Basic Principles and Data Analysis (Berlin: Springer)
[15] Koningsberger D C and Prins R 1988 X-Ray Absorption: Principles, Applications, Techniques of EXAFS,

SEXAFS and XANES (New York: Wiley)
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1995 Phys. Rev. Lett. 75 3752–5
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